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Editorial on the Special Issue 
Earth Sciences and the Race to Net Zero


The race to net zero emissions, where greenhouse gas emissions match removals, is underway as part of the global response to the threat of climate change. To achieve net zero, change is required at pace and scale across all sectors of the global economy to first drastically reduce anthropogenic greenhouse gas emissions, and then to offset remaining outputs through carbon removals. Transformative action is required to deliver net zero in a sustainable way, as systems transitions alone are insufficient (Schipper et al., 2022).
The global goal is to limit the rise in global mean surface temperatures to well below 2°C and preferably below 1.5°C above pre-industrial levels by 2,100 (United Nations Framework Convention on Climate Change, 2015). When this Special Issue “Earth Sciences and the Race to Net Zero” launched in early 2019, the goal of 1.5°C was still within our reach. In the 2 years since, it has become increasingly likely that global temperatures will overshoot this, at least temporarily (World Meteorological Organisation, 2023). Net zero may no longer be enough: to re-balance the carbon budget and ensure a safe climate, net negative global emissions (where greenhouse gas removals outsize emissions) may become necessary beyond 2050 (Riahi et al., 2022). The finish line of the race may be moving but the goal remains the same: a healthy planet Earth.
The past decade has seen a decoupling between emissions and economic growth in some countries (Hubacek et al., 2021). However global energy-related CO2 emissions reached an all-time high in 2022 (IEA, 2023a). Reducing emissions from the heating and cooling sector has proven particularly challenging and is becoming increasingly complicated by demand spikes associated with more extreme weather events across the globe and the global energy crisis and related risks to energy security (IEA, 2023b). It is perhaps not surprising then that five articles in this Special Issue examine the role that Earth Science could play in providing low-carbon heat. Three Original Research articles explore repurposing of coal mines for heating and cooling (Walls et al.) and associated monitoring (Monaghan et al.; Chambers et al.), with a Perspective outlining the importance of putting place and context at the heart of these geoenergy developments for sustainable transition (Roberts et al.). A fourth Original Research paper on low-carbon heat provision examines the concept of a geothermal circular heat network (Fraser-Harris et al.).
A second theme within this Special Issue is the role of the subsurface for energy storage and waste disposal, including geological CO2 storage. Original Research articles include exploring CO2 storage prospects (Lloyd et al.), co-locating developments for wind energy and CO2 storage offshore UK (de-Jonge Anderson and Underhill) and developing workflows to identify regions with high hydrogen storage potential in Australia (Walsh et al.). In their Review, Kaminskaite et al. explore the importance of understanding physiochemical processes to ensure efficient and sustainable use of the subsurface and outlines key knowledge gaps that need to be addressed.
During the timeframe of this Special Issue, the importance of Earth Science for climate action has risen up the global agenda. There is now increased awareness of the interconnections between raw materials such as critical minerals for low-carbon technologies (Jowitt, 2022), circular economy, energy storage and waste disposal, as well as strengthened calls for decreased reliance on hydrocarbons for energy supply accompanied by no new oil and gas developments (IEA, 2021). The range of ways that Earth Science contributes to a sustainable energy transition—directly or indirectly—is explored in Gardiner et al., and spans across geoscience sectors, skills, knowledge, data, and infrastructure. In their Review, Velenturf et al. focus on the offshore wind energy sector, and the role of geoscience for sustainable offshore wind energy developments. Stephenson et al. review the importance of pilot and demonstration facilities for understanding and upscaling subsurface technologies, providing a particularly critical role for enabling low carbon solutions given the pace and scale of technology development required for net zero. Working across sectors and stakeholders is a theme across all articles in this Special Issue.
Collectively, the twelve articles in this Special Issue Earth Sciences and the Race to Net Zero demonstrate the critical role Earth Science research is playing—and will continue to play—in climate action. The articles identify opportunities and challenges across different applications, systems and scales, they issue calls of caution and calls to action, for geoscientists and society, and raise emerging and cross-cutting issues. Multiple authors identify potential conflicts and challenges in the potential future uses of the subsurface and resources. Several future research directions are given, all with a shared destination: securing a safe climate. The challenge now is to translate research into action to improve progress and performance that will deliver the essential acceleration required in the race to—and beyond—net zero.
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Prospective and operational mine water geothermal projects worldwide have faced challenges created by mine water chemistry (e.g., iron scaling, corrosion) and high expenditure costs (e.g., drilling or pumping costs) among others. Gravity fed or actively pumped drainages can be cheaper sources of low-carbon mine water heating when coupled with adequately sized heat exchanger and heat pump hardware. They also provide valuable chemical data to indicate mine water quality of associated coalfields. Field collection of temperature and flow rate data from mine water discharges across the Midland Valley of Scotland, combined with existing data for Coal Authority treatment schemes suggest that mine water heat pumps could provide a total of up to 48 MW of heat energy. Chemical characterisation of mine waters across the research area has created a valuable hydrochemical database for project stakeholders investigating mine water geothermal systems using boreholes or mine water discharges for heating or cooling purposes. Hydrochemical analytical assessment of untreated gravity discharges found that most are circumneutral, non-saline waters with an interquartile range for total iron of 2.0–11.6 mg/L. Stable isotope analysis indicates that the discharges are dominated by recent meteoric waters, but the origin of sulphate in mine waters is not as simple as coal pyrite oxidation, rather a more complex, mixed origin. Untreated gravity discharges contribute 595 kg/day of iron to Scottish watercourses; thus, it is recommended that when treatment schemes for mine water discharges are constructed, they are co-designed with mine water geothermal heat networks.
Keywords: isotopes, geochemistry, mine water, low-carbon, thermal resource, geothermal, iron, renewable heating
INTRODUCTION
Decarbonisation of heating and cooling is essential if we are to decrease anthropogenic emissions and combat climate change. For example, heat production accounts for 45% of energy use and 32% of CO2 emissions in the UK (Crooks, 2018). Mirroring global efforts (United Nations, 2019), the UK government has committed to reaching net zero greenhouse gas emissions by 2050 (UK Government, 2021a; UK Government, 2021b) and has mandated the end of fossil-fuel heating systems in all new build homes by 2025 (Committee on Climate Change, 2019). The Scottish Government has committed to net zero emissions by 2045 (Scottish Government, 2020) and is proposing to ban fossil-fuel heating systems in new buildings by 2024 (Scottish Government, 2022). Decarbonisation of heating and cooling has challenges different to that of other energy requirements (e.g., electrical power) since the former requires decentralised generation and consumption. Heating still has an overreliance on fossil fuels and is dependent on seasonal weather conditions. In 2020, only 6.4% of Scotland’s overall non-electrical heat supply was from renewable technologies, far from the 2020 target of 11% (Energy Saving Trust, 2021).
The heating and cooling resource represented by abandoned, flooded mine workings has been portrayed as having significant thermal energy potential (Adams et al., 2019). Flooded coal mines contain vast volumes of mine water in close proximity to housing and industry stock at between 10°C and 36°C (Farr et al., 2021) which can be exploited to provide a thermal load via low-carbon heating and cooling networks (Verhoeven et al., 2014). The Midland Valley of Scotland (MVS) alone has estimated mine water geothermal reserves of 12 GW, which given favourable conditions (accessibility and building stock quality) could provide over one third of Scotland’s annual domestic heat demand (33 GW) (Gillespie et al., 2013). There is no doubt that if these resources could be utilised in a cost-effective manner, they would be a major benefit in efforts to displace fossil fuels from heat production — turning former environmental liabilities into potentially valuable low-carbon assets.
Historically, removal of mineral material from underground coal mines in Scotland created void spaces at depths ranging from outcrop at surface to a little over 1,000 m below ground level (BGL), with varying degrees of connectivity. As well as creating underground flooded void space (“anthropogenic karst” (Younger and Adams, 1999)) mining also enhances the porosity and permeability of adjacent aquitard and aquifer units by collapse and fracturing (Ó Dochartaigh et al., 2015). Most of the abandoned mines in the MVS are former coal mines, but others include ironstone, limestone, oil-shale, and various metals (gold, silver, lead etc.) (Gillespie et al., 2013).
The use of open loop abstraction-reinjection (well doublet) heat exchange systems based on shallow groundwater is globally widespread (Jessop et al., 1995; Verhoeven et al., 2014; Ramos et al., 2015; Walls et al., 2021; Monaghan et al., 2022a; Banks et al., 2022), and is similar to configurations found in other geothermal reservoir types such as hot dry rock and hot sedimentary aquifers (Limberger et al., 2018; Reinecker et al., 2021). However, there are alternative configurations by which mine water’s thermal energy can be harnessed (Banks et al., 2019; Walls et al., 2021), each accompanied by varying drilling costs and project risks (Monaghan et al., 2022b). Detailed understanding of mine water geothermal energy resource size and sustainability remains largely in its research phase, with increasing numbers of projects being started (Walls et al., 2021; Monaghan et al., 2022a; Banks et al., 2022). Owing to the heterogeneous nature of mine workings, each project has unique hydrogeological properties, thus uncertainty around the speed and extent of heat migration within mines and initial resource scale and availability are regarded as significant project risks during the planning stage (Walls et al., 2021). Existing pumped or gravity mine water discharges, which do not require exploratory drilling or pumping tests, are therefore appealing for development (Bailey et al., 2016). Gravity discharges may emerge at the surface via mine adits or shafts (Younger and Adams, 1999), or “break out” at the lowest hydrological point, e.g., a river, even when there is no shaft or adit present. Their temperature, flow and estimated heat resource have either been recorded for ongoing environmental monitoring purposes or can easily be measured onsite (Wood et al., 1999). In certain circumstances, mining authorities (such as The Coal Authority (TCA) in Great Britain) deliberately pump boreholes or shafts, where it is deemed necessary to prevent uncontrolled surface outbreak (Bailey et al., 2016) or contamination of important water aquifers (Bailey et al., 2013) above mine water systems. Further afield, other countries have similar pumping arrangements to protect adjacent mine workings (Janson et al., 2016). The high loading of iron in many of the larger gravity and pumped discharges means that mine water treatment is required, often by passive aeration-precipitation-settlement-retention systems, involving lagoons and wetlands (Banks and Banks, 2001; Banks, 2003). Whilst this paper mainly focusses on gravity drainages from mines across Scotland, it includes the details of TCA pumping and treatment sites to improve the accuracy of potential heating estimates for mine water resources present at surface.
Water levels in UK coal mines were artificially lowered by dewatering throughout the 18th–20th centuries (Younger and Adams, 1999). Initially, water “levels” or adits were used to drain mines by gravity to river valleys. As mining progressed deeper, pumping stations and engine houses were employed to keep the water table depressed at a safe level for mining activities, and manage water levels across interconnected coalfields (Wallis, 2017). The cessation of pumping following closure of collieries allowed groundwater to rebound to pre-mining levels. Interconnected mine voids remain the preferential flow pathway for groundwater where the water table has fully recovered following cessation of pumping, and these continue to drain mine water to the surface via shafts, drifts and adits (Younger and Adams, 1999). The network of coal mines which these pathways drain can be regional, with connections to numerous collieries, e.g., Fordell day level in Fife (Rowley, 2013). Younger and Robins (2002) predicted that the unmitigated impacts of mine water recovery and break out could include: risks of contamination of surface water bodies by high concentrations of iron, manganese or sulphate (Younger, 2000a); flooding of agricultural, industrial or residential areas (Younger and LaPierre, 2000); and contamination of important aquifers overlying coal seams (Bailey et al., 2013). Other impacts include an increased subsidence risk as the rising waters weaken previously dry, shallow workings (Smith and Colls, 1996), or transportation of mine gases to the surface, displaced from pore spaces by the rising waters (Hall et al., 2005). The annual flow of some discharges may fluctuate (Environmental Agency, 2021), especially if associated with shallow workings or sink holes, responding immediately to rainfall and recharge events (Farr et al., 2016). For example, the Jackson Bridge mine water discharge, in Holmfirth, Yorkshire, normally visually affects the local river with ferric iron for 5 km downstream, but after heavy rainfall the river turned orange for 60 km (Environmental Agency, 2021). Interception of these rising waters, before or following surface break out, is an opportunity to prevent impacts and engineer a local, renewable heating source.
Gravity drainages can provide a source of low-carbon heating or cooling when coupled to appropriate thermal infrastructure in the form of heat exchangers and heat pumps. Since subsurface engineering is not required, gravity drainages represent a real opportunity for low-cost, low-risk resource utilisation when compared to schemes which require drilling of boreholes into multiple seams. For discharges which respond to seasonal rainfall, increased mine water fluxes fortunately correlate with periods of increased heating demand across colder months of the year (Farr et al., 2016). Other discharges, which are often deeper sourced, show consistent flowrates independent of rainfall anomalies (Mayes et al., 2021) which makes heat delivery consistent and reliable. This study presents heating potential and water chemistries, and therefore, the scale of an easily accessible low-carbon heating and cooling resource within the MVS. If sensibly harnessed, mine water gravity discharges can play a role in the decarbonisation of Scotland’s heating infrastructure.
Geological Setting
This study focusses on the principal mining regions of Scotland, covering the Central, Lothians, Fife, Ayrshire and Douglas coalfields. The associated coal bearing strata of the Carboniferous in the Midland Valley of Scotland terrane extend for approximately 150 km in an ENE trending block, 50 km wide, from Ardrossan and Girvan in the west to St Andrews and Haddington on the east coast (Cameron and Stephenson, 1985) (Figure 1). The MVS terrane is a graben structure bounded by the Highland Boundary Fault to the north and the Southern Upland Fault to the south (Bluck, 1984). As a sedimentary basin, it opened in the Lower Palaeozoic and preserves Silurian to Permian age sedimentary rocks (Cameron and Stephenson, 1985). The Carboniferous sedimentary successions and their relevant economic minerals are described in Table 1. Igneous activity across the area contributed to volcanic centres which now stand as elevated areas, e.g. the Kilpatrick, Campsie and Ochil hills; and subsurface activity cut the sedimentary sequences with a series of dykes and sills (Trueman, 1954). Depositional accommodation space, created as part of the transtensional strike-slip fault regime (Underhill et al., 2008), generated several smaller basins which show syntectonic deformation thickness variations (Rippon et al., 1996). Whilst coal seams across Scotland are found primarily in the Carboniferous successions within the MVS, the units extend into the Southern Upland Terrane, with further outliers hosted near Campbeltown in Kintyre, and in the Jurassic sedimentary successions of the Moray Firth at Brora (Trueman, 1954).
[image: Figure 1]FIGURE 1 | Map of Scotland’s central belt coal bearing strata with heat available from discharges and treatment sites. Contains British Geological Survey materials © UKRI 2022.
TABLE 1 | Sedimentary successions from the Carboniferous for the West Lothian area of the Midland Valley of Scotland. Other areas host variations within the Strathclyde Group. Modified from (Monaghan, 2014) and (Waters et al., 2007).
[image: Table 1]Early records of coal mining in Scotland date back to the 12th century, whereby monasteries were granted rights to extract coal, but the intensity of coaling increased significantly with the beginnings of the industrial revolution (Younger and Robins, 2002). Scottish coal was extensively mined in the Namurian Limestone Coal Formation of the Clackmannan Group and the stratigraphically higher Lower and Middle Scottish Coal Measures Formations of the Westphalian. Both the Limestone Coal and the Scottish Coal Measures host many workable coal seams amongst a cyclical stratigraphy of sandstones, siltstones, mudstones and shales (Cameron and Stephenson, 1985). Despite its name, the Limestone Coal Formation does not contain abundant limestone strata. The oil shales that are mined in some regions (e.g., West Lothian) are also held in Carboniferous strata (e.g., Visean), stratigraphically adjacent or subjacent to the coal bearing formations (Monaghan, 2014).
Hydrogeological Setting
The hydrogeological properties of unmined Carboniferous coal bearing units in Scotland differ significantly to those of mined regions (Ó Dochartaigh et al., 2015). The sandstone horizons of the sequences host the greatest permeabilities but tend to be fine grained, well cemented and interbedded with lower permeability mudstones, siltstones and coals (Ó Dochartaigh et al., 2015). Groundwater movement in unmined regions is dominated by fracture flow, where host rock matrix permeabilities are in the range of 0.0003–0.1 m/d, and operational yields of 1.5–4.8 L/s are recorded by Ó Dochartaigh et al. (2015). Conversely, mined seams represent anthropogenic aquifers which have greatly increased aquifer transmissivity and can link formerly separate aquifer units laterally and vertically. The range of operational yields from boreholes and wells completed into mined strata in Scotland is large, from 0.5 L/s to 257.5 L/s (Ó Dochartaigh et al., 2015), with flow regimes in the mined aquifers often being non-laminar (Younger and Adams, 1999). The common occurrence of a 1–2 m thick zone of significantly fractured or deformed rock mass above and below workings may have implications for overall hydraulic conductivity and storativity by creating preferential flow pathways and inducing adjacent porous media flow (Monaghan et al., 2022b). As an example of the extent of mine working connectivity, the South Lanarkshire Farme Colliery, when active, was connected to other collieries over a scale of kilometres (Monaghan et al., 2017; Monaghan et al., 2022b). However the groundwater flow properties in mine workings (Younger and Adams, 1999) and their response to pumping (Banks, 2021; Banks et al., 2022) remain largely unpredictable before system installation and hydraulic characterisation. Similarly, temporal evolution of groundwater hydraulics in shallow mines may have implications for mine water thermal abstraction (Andrews et al., 2020).
Mine Water Chemistry
The processes which influence coal mine water chemistry are well documented (Banks et al., 1997; Younger, 2000b; Burnside et al., 2016a; Banks et al., 2019). Mine water discharges can be alkaline, acidic, ferruginous, saline, reducing, oxidising or relatively uncontaminated. Subsequent impacts of mine water chemistry on geothermal system infrastructure can include clogging and corrosion among others (Steven, 2021; Walls et al., 2021). Sulphide minerals which are present in coal-bearing strata or other mineral seams/veins, are susceptible to oxidation when exposed to air. Pyrite, in particular, is commonplace in coal bearing strata and when oxidised, reacts to release sulphate and soluble iron salts. The net processes are shown in Eq. 1 (Banks et al., 1997).
[image: image]
Mine drainage in Scotland typically comprises mineralised water with elevated concentrations of Ca, HCO3−, SO42−, Fe and Mn (O Dochartaigh et al., 2011). Circum-neutral pH values and high alkalinities suggest substantial dissolution of carbonate minerals by the acid derived from Eq. 1 (Younger, 2001). Dissolution of carbonate minerals such as calcite (CaCO3), dolomite (Ca,Mg(CO3)2), siderite (FeCO3) and ankerite (Ca(Fe,Mg,Mn)(CO3)2) elevate concentrations of base cations and provide an additional potential source of dissolved iron (Banks et al., 2019).
Groundwater rebound within mined voids dissolves sulphate and metal ions from rock faces and can carry resulting solutes to the surface. Extensive oxidation prior to water table rebound has historically induced “first-flush” peak iron loads around one order of magnitude greater than long-term iron concentrations (Younger, 1997; Younger, 2000b; Gzyl and Banks, 2007). Discharged water is often clear at the outflow point since reducing conditions retain iron and manganese in solution. Following oxidation at surface, metal (oxy)hydroxides are precipitated and deposited, usually as orange “ochre” (ferric oxyhydroxide) on receiving channel beds. Ochre smothering in watercourses blocks sunlight and retards photosynthesis leading to serious deterioration in biological indices of water quality (Younger, 2000a).
Study of mine water discharges provides an inexpensive means to understand and monitor mine water properties across a region. Evidence for stratification of water chemistries in mined sequences (Nuttall and Younger, 2004; Loredo et al., 2017) means that sampled gravity discharges will tend to over-represent relatively shallow portions of mine water systems, however, the discharge chemistry provides a readily accessible proxy for the conditions in the mines. Dissolved ferrous iron in coal mine waters is often assumed to be predominantly derived from pyrite oxidation, but it may alternatively result from dissolution of iron-containing carbonates (Banks et al., 1997) or conceivably even from reductive dissolution of ferric oxides or oxyhydroxides (Stumm and Sulzberger, 1992; Peiffer and Wan, 2016; Haunch and McDermott, 2021). Where dissolution of iron carbonate predominates, it can generate water chemistries with elevated iron and bicarbonate alkalinity, but relatively little sulphate (<100 mg/L) (Younger, 2000a). Oil shale mines, found primarily in West Lothian (Monaghan, 2014), and coal mines can both be influenced by dissolution of iron sulphides (pyrite) and iron carbonates (siderite, ankerite). However, siderite tends be more prominent in freshwater sedimentary sequences and pyrite in increasingly brackish or marine sedimentary sequences (Spears and Amin, 1981). It is recognised that much of the deposition of the West Lothian Oil Shales took place in fresh-brackish lacustrine environments and that siderite is an important component of the sequence (Jones, 2007; Dean et al., 2018). One can thus speculate that iron carbonate dissolution may be more prominent in Scottish oil shale mines than coal mines—if so, one would expect lower sulphate contents in oil shale mine water.
Isotopic characterisation of water as measured by δ18O and δ2H (as ‰, against those ratios in the standard V-SMOW1), can help decipher the age and interaction histories of the mine water (Burnside et al., 2016b). Sulphur isotopic values, δ34S, give insight into the source and history of mine water sulphate (Burnside et al., 2016a; Janson et al., 2016; Banks et al., 2020). Pyrite oxidation typically results in negligible S-isotopic fractionation in resulting sulphate relative to the source sulphide (Chen et al., 2020). δ34S values of pyrites (n = 21) in East Ayrshire coals range between -26.3‰ and +18.4‰ with an overall mean (cleat and banded pyrite) of +2.7‰ (Bullock et al., 2018). Studies have found that the mean values for deep mine waters in Europe can be around +20‰, and occasionally heavier (Banks et al., 2020). Speculation of the controlling factors on sulphur fractionation contributing to the additional heavy sulphate has led to hypotheses including dissolution of sulphate-bearing evaporite horizons within overlying or adjacent strata (Chen et al., 2020), residual marine waters, residual evaporative brines, and bacterial or thermal sulphate reduction reactions (Banks et al., 2020). Seawater δ34S values show a decreasing trend from +21‰ to +12‰ through the Carboniferous, where periods hosting the principle coal seams in Scotland (Namurian and Westphalian) show values of c. +14‰ to +16‰ (Kampschulte et al., 2001).
MATERIALS AND METHODS
Existing Data
Bailey et al. (2016) have compiled data and estimated thermal recovery potential for 12 mine water treatment schemes owned and operated by TCA in Scotland (Table 2). Additionally, there is a council operated treatment site near Allanton (55.7952°N, 3.8276°W) treating an overflow of water from Kingshill Colliery (James Hutton Institute, 2016). Data for each treatment site summarised from existing literature and data sources can be found in Supplementary Appendix SA.
TABLE 2 | Coal Authority treatment sites in Scotland (Bailey et al., 2016).
[image: Table 2]Identifying Sample Locations
At the start of the 21st Century, Scotland had 167 known mine water discharges in the MVS, with a total of 180 km of water courses affected by ochre (Younger, 2000a). We were provided with 153 locations of mine water discharges, believed to be associated with historic mining activities, which in 2000 were freely draining following coalfield-wide groundwater recovery towards pre-mining levels (Haunch pers. comm., 2020).
Finding discharges relied upon identification of orange ochreous stream bed staining or a distinctive H2S gas odour, indicative of potential microbial reduction of mine water sulphate. Any mine water discharges which may have been clear, colourless and without a smell or iron staining would have been overlooked, however, any streams or flowing water found near to the original grid references were sampled for at least temperature and conductivity as indicative properties. Additionally, some natural groundwater discharges can be iron- or sulphide-rich, so the diagnostic criteria could not definitively confirm investigated waters as coal mine drainage. As a result, 66 of the 153 sites previously identified were analysed for this study. Some sites were identified but deemed unsuitable for sampling due to health and safety risk, e.g., Kincardine (#602) which appeared as deep ochreous water within 5 m of an active railway line; lack of clarity of where to sample a “pure” mine water source; or cessation of flow. Five significant gravity discharges have been omitted due to access or safety reasons, in these instances data on flow rates, locations and iron concentrations have been taken from (Whitworth et al., 2012) and their heating potential included in the results section, and shown in Supplementary Appendix SA.
Of the 66 sampled discharges, 64 are believed to be related to coal mines and 2 to oil shale mines, the latter typically associated with the Visean West Lothian Oil-Shale Formation. There are no discharges exclusively from limestone mines, but discharges related to coal seams may source water from adjacent worked limestone units, e.g., Wallyford Great (Watson, 2007). Of the 64 coal mine discharges, 26 are believed to be derived from mines or strata in the Westphalian Scottish Coal Measures Formation, while 38 are believed to be derived from mines in the Namurian Limestone Coal Formation.
Field Sampling and Onsite Analysis
Throughout September and October of 2020, each of the 153 sites were visited with the primary aim to identify the precise location of the discharges, describe their source and characteristics, take initial physicochemical, temperature, and flow rate readings. The initial scouting exercise was to inform and streamline focused sampling trips for laboratory analyses. At each site the discharge was sampled as close to the emergence and as safely possible. A handheld Myron P Ultrameter was used to determine discharge pH, temperature, oxidation reduction potential (ORP) and electrical conductivity (EC). Recorded pH and EC values were automatically corrected to a standard temperature of 25°C. ORP was measured in millivolts (mV) and read from a platinum sensor and a silver chloride (Ag/AgCl)-saturated KCl reference electrode. ORP values were 199 mV lower than true Eh from a standard hydrogen electrode (Robinson pers. comm., 2022) but are presented here without adjustment. Equipment was calibrated before each day’s fieldwork and all water samples were refrigerated as soon as possible after collection.
Total alkalinity was determined as mg/L equivalent of CaCO3 with a Hach Model 16,900 digital titrator, using 1.6 N sulphuric acid and bromcresol green—methyl red pH indicator. Recorded values in mg/L CaCO3 equivalent were then converted to meq/L (by dividing by 50.04 mg meq−1). The alkalinity is assumed to be predominantly in the form of HCO3− at circumneutral pH values.
Separate aliquots were taken at site for different analyses. Filtration, to remove any particulate matter, was carried out using a hand-held, syringe mounted filter capsule. An aliquot for major anion analysis was filtered at 0.45 μm into 15 ml polypropylene screw-cap vials, with 2 ml decanted into custom vials for laboratory alkalinity analysis. An aliquot for dissolved elemental content was filtered at 0.45 μm into a 15 ml polypropylene screw cap vials and preserved using one drop of concentrated HNO3 (68%, trace metal grade, Fisher Chemicals). An unfiltered aliquot for total (dissolved and undissolved) elemental content was collected using a clean 15 ml polypropylene screw cap vial. An aliquot for δ18O and δ2H analysis was taken using clean 15 ml polypropylene screw-cap vials, sealed with Parafilm to prevent sample evaporation. Three meteoric control δ18O and δ2H aliquots were taken monthly between December 2016 and February 2020 from the rooftop of the Rankine Building, University of Glasgow (55.8728°N, 4.2857°W). A 1 L unfiltered aliquot of sample water was collected in a plastic flask for sulphate-δ34S analysis. Sulphate was subsequently precipitated as barium sulphate, using the method of Carmody et al. (1998): namely, the sample was acidified to pH 3–4 by dropwise addition of concentrated HCl (37% Trace Metal Grade, Fisher Chemicals) and then dosed with excess 5% BaCl2 solution. A rapid cloudy reaction indicated the presence of sulphate via BaSO4 precipitation.
Flow rate was calculated by measuring each stream channel’s dimensions. The flow rate Q (cm3/s) is estimated from Eq. 2, where depth and width are in cm, and V is velocity, measured in cm/s. The correction factor of 0.5 is applied to account for the irregular flow cross section and slower flow at the channel edges.
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The width of the flow channel at the surface (cm) and the depth of the flow channel (cm) were measured with a ruler or tape measure. The flow speed of the channel (cm/s) was measured by dropping a buoyant item (normally leaf or grass) into the flow and measuring distance covered in 1 s. Flow rates in cm3/s were then multiplied by 0.001, to obtain a discharge in L/s. In other instances where the flow was from a discrete source and of a low flow rate, it was measured by timing the filling of a 1 L flask.
Finally, notes and photographs were recorded to detail each individual sample point. Notes included: the presence/intensity of H2S gas smell; the source of the drainage (identified as closely as safely possible); the colour and turbidity of the mine water; and the size and colour of flocs suspended in the water. Each of these additional data points can be found alongside images of the discharges in Supplementary Appendix SB.
Laboratory Hydrochemical Analytical Methods
Of the 66 discharge samples identified, 57 were sampled for chemical analysis. All hydrochemical analyses were completed in the laboratories of the Department of Civil and Environmental Engineering (CEE), University of Strathclyde.
A Metrohm 850 Professional ion chromatographer was used for determination of five anions (F−, Cl−, SO42-, Br−, NO3−). The separation utilised a Metrosep A Supp 5 anion analytical with Guard column (Metrosep A Supp 5 Guard/4.0) at 24°C and an eluent comprising of 1 mM NaHCO3 and 3.2 mM Na2CO3 prepared in ultra-pure water (18.2 MΩ cm−1) (Triple Red water purification system). The flow rate was 0.7 ml/min. Calibration standards were 0.1, 0.5, 1, 5 and 10 mg/L and prepared in ultra-pure water. Samples with elevated concentrations were diluted with ultra-pure water to a level within a calibration range. Anion concentration was chosen on an individual basis, when the least diluted sample version fitted the calibration range. The ion chromatography (IC) method was developed according to British Standards Institution (2009) and Metrohm customer support recommendations.
Determination of 12 dissolved and total elements (B, Ba, Ca, Fe, K, Mg, Mn, Na, S, Si, Sr and Zn) used an Inductively Coupled Plasma Optical Emission Spectrometer (ICP-OES) iCAP 6,200 Duo View ICP Spectrometer, Thermo Fisher Scientific model equipped with an autosampler (Teledyne CETAC Technologies, ASX-520) and Thermo i-TEVA Version 2.4.0.81, 2010. The operating conditions are presented in Supplementary Appendix SC.
For determination of total elemental content, the samples were acid digested using a Microwave Assisted Reaction System (MARS-6, CEM). 10 ml of thoroughly mixed, unfiltered sample was transferred into MARS Xpress Plus 110 ml Perfluoroalkoxy alkane (PFA) microwave digestion vessels. Samples were digested with reversed “Aqua Regia” mixture of hydrochloric and nitric acids (1:4, HCL −37%, and HNO3 −68%, Trace Metal Grade, Fisher Chemicals). The following microwave operating parameters were utilised: maximum power −1,800 W; ramp time −20 min; hold time - 20 min; temperature −170°C. Sample digests were brought up to 50 ml with ultrapure water using volumetric flasks, then filtered through 0.45 μm for ICP-OES analyses.
Multi-element 3-point calibration standards were prepared from 1,000 mg/L element stock standard solutions (Fisher Scientific) using ultrapure water. Addition of 68% trace metal analysis grade nitric acid (Fisher Chemicals) to a final acid concentration of 5% for dissolved content analyses, and addition of reversed “Aqua Regia” to 20% for total elemental content analyses. Yttrium (5 mg/L) was used as an internal standard (IS) solution (Fisher Chemicals), to account for any matrix effects due to differences between samples and standards. The IS was added through automated online addition with an internal standard mixing kit. A brief method validation study found the following linear ranges: 0.01–1 mg/L for barium and strontium, 0.5–50 mg/L for calcium, magnesium, potassium, sodium, iron and sulphur and 0.1–10 mg/L for boron, manganese, silica and zinc. Analyses proceeded when calibration curves generated correlation coefficients (R2) >0.9980. Instrument equilibration and system’s suitability were checked according to CEE labs Standard Operating Procedure for ICP-OES and Quality Control and Assurance procedure. CEE methods of analyses were mainly based on British Standards Institution (2018).
Elemental method quantification limits were based on instrument-predicted method quantification limit values (Supplementary Appendix SC), obtained from the calibration parameters for each element.
In addition to field analyses of alkalinity, the decanted portion of the anion aliquot was analysed for laboratory-based alkalinity using an automated discreet KoneLab Aqua 30 (Thermo Scientific Aquarem 300; Clinical Diagnostic). Methyl orange buffer solution approach was used, with the intensity of colour measured spectrophotometrically at 550 nm. All relevant data is included in Supplementary Appendix SB.
Laboratory Isotopic Analytical Methods
Isotopic determinations for all 57 sampled mine water discharges were carried out at the National Environmental Research Centre (NERC) National Environmental Isotope Facility (NEIF) Stable Isotope Laboratory based at the Scottish Universities Environmental Research Centre (SUERC), East Kilbride.
For δ18O analysis, samples were over-gassed with a 1% CO2-in-He mixture for 5 min and left to equilibrate for a further 24 h. A sample volume of 2 ml was then analysed using standard techniques on a Thermo Scientific Delta V mass spectrometer set at 25°C. Final δ18O values were produced using the method established by Nelson (2000). For δ2H analysis, sample and standard waters were injected directly into a chromium furnace at 800°C (Donnelly et al., 2001), with the evolved H2 gas analysed on-line via a VG Optima mass spectrometer. Final values for δ18O and δ2H are reported as per mille (‰) variations from the V-SMOW standard in standard delta notation. In-run repeat analyses of water standards (international standards V-SMOW and GISP, and internal standard Lt Std) gave a reproducibility better than ±0.3‰ for δ18O and ±3‰ for δ2H. For sulphate-δ34S isotope analysis, barium sulphate precipitate was recovered from the sampling vessel, washed repeatedly in deionised water and dried. SO2 gas was liberated from each sample by combustion at 1,120°C with excess Cu2O and silica, using the technique of Coleman and Moore (1978), before measurement on a VG Isotech SIRA II mass spectrometer. Results are reported as per mille (‰) variations from the Vienna Canyon Diablo Troilite (V-CDT) standard in standard delta notation. Reproducibility of the technique based on repeat analyses of the NBS-127 standard was better than ±0.3‰.
Quality Assurance
The ion balance errors (IBE) were deemed acceptable after they returned 31 results within ±5%, 20 within ±10%, 5 within ±15%, and one outlier at 17%. Despite the outlier having an IBE of 17%, the disparity between cations and anions was 0.23 meq/L, reflecting a very low margin for error for samples with low mineralisation.
Since sulphate (SO42-) was run via IC, and sulphur elemental analysis was run via ICP-OES, correlation between the two for sulphate (meq/L) is possible (on the assumption that all sulphur is present as sulphate). These show a very strong correlation (Supplementary Appendix SC), but sulphate concentrations derived from measured ICP sulphur were selected for use in IBE and presentation. The correlation between field and laboratory alkalinity was good (Supplementary Appendix SC). The laboratory analyses are preferred and cited since a colorimetric endpoint was sometimes difficult to judge in the field for mine waters tinted with turbidity, iron flocs or changing daylight.
“Field blanks” were collected in parallel to discharge samples, ultrapure water was carried into the field and analysed subject to the same collection and processing methods as the discharge samples, e.g., filtration, acidification, digestion. This was done to monitor for any contamination of samples during collection. Laboratory blanks were created from ultrapure water and subjected to the same laboratory processes as the discharge samples to check for contamination. All field and lab blanks returned acceptable values which concluded there was no, or minimal interference from the process of field sampling, sample preparation and/or laboratory analyses.
Thermal Resource Estimates
The thermal resource potential of discrete mine water flows present at the surface was calculated using two different methods. Firstly, as a function of flow rate and temperature, the heat available (G) was calculated in Eq. 3.
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where, Q is flow rate (L/s), ∆T is temperature change in K, SVCwat is volumetric heat capacity of water (4180 J L−1 K−1). The ∆T value is the temperature change in the mine water that can be effected by a heat exchange or heat pump device and will also depend on the raw temperature of the mine water. For G, the ∆T will vary since the warmer the source water, the greater the temperature drop that can be accomplished without risk of freezing in the heat exchanger. We selected 6°C as a suitable return temperature following heat exchange, therefore, ∆T values are defined as the difference between the mine water temperature and the postulated return temperature of the “thermally spent” mine water (6°C). Note that absolute temperature values e.g., discharge source or return temperatures, are in °C, whereas relative temperatures and changes (∆T), for use in equations, are in K.
Alternatively, we can estimate the total heat pump delivery (H) (Eq. 4) from a heat pump system, the principal differences being that: 1) additional heating is added from the electrical input of the heat pump, and 2) the value of ∆T is set at an assumed constant value of 4 K (as opposed to fluctuating with source temperature). We assumed a uniform coefficient of performance (COP) of 4, though it should be noted that heat pump COP can vary depending on the temperature of the heat source. The only variable for H in Eq. 4 is flow rate (Q), therefore resources with high temperatures do not generate higher values, as they would for G.
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It should be noted that, while a small ∆T of 4 K is a reasonably typical figure for a heat pump evaporator, larger ∆T values can be achieved by manipulating flow rates across a secondary heat exchanger, although larger ∆T will typically be at the expense of COP.
RESULTS AND DISCUSSION—THERMAL RESOURCES
A catalogue of discharge descriptions and images is available in the supporting material Supplementary Appendices SA,B. Since the original mine discharge data was 2 decades old, it was clear that in some instances, more recent developments had altered the presence or form of the discharges. Some locations had treatment sites established by TCA, whilst others were near new housing developments, where shallow mine voids may have been thoroughly grouted for ground stability.
Heat available (G) from each of the locations of the discharges or treatment sites is plotted in Figures 1, 2. The greatest single source of mine water heat available at the surface is 6.9 MW (Blindwells - pumped, passive treatment site - #3). With a source temperature of 11.6°C (∆T = 5.6 K), and an average discharge of 294.6 L/s (Bailey et al., 2016), Blindwells hosts the highest available surface mine water heating resource in Scotland. The two Coal Authority sites with pumping and active treatment (Frances - #1; Polkemmet - #2), host the next highest values of available heat, 3.6 MW and 3.9 MW respectively. One treatment site with gravity drainage and passive treatment has a heating capacity over 2 MW (Minto - #9), whilst two others of the same nature host available heat above 1 MW (Pitfirrane - #10; Pool Farm - #11).
[image: Figure 2]FIGURE 2 | Thermal outputs of treatment sites and gravity drainages. Heat available (A) and total heat pump delivery (B).
The potential heating resource of treatment or pumping stations is already understood by TCA (Bailey et al., 2016), where 34 billion litres of water was treated by TCA in Scotland during 2020–2021 (The Coal Authority, 2021). The total estimated volume of water across the year equates to c. 1078 L/s estimated flow rate, which when used for total heat pump delivery (H) (Eq. 4), with a ∆T value of 4 K and a COP of 4 gives a total potential heat delivery of:
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Combining temperature and flow rate data from other sources (Whitworth et al., 2012; Bailey et al., 2016; James Hutton Institute, 2016), suggest that the total heat pump delivery (H) from treatment sites across Scotland (TCA and Council operated) is a more modest 16.8 MW, from a total flow rate of 754 L/s. Heat available (G) (Eq. 3) derived from the same dataset for the Scottish treatment sites produces a higher overall total of 21 MW since this reflects larger ∆T values than the standard 4 K for H (in some cases ∆T is as high as 13.2 K from a discharge temperature of 19.2°C (Polkemmet, #2)), however the additional heating contribution from the heat pump is absent.
In addition to TCA pumping or treatment sites, the untreated gravity drainages found as part of this study are estimated to have a collective total heat pump delivery (H) (with ∆T value of 4 K and a COP of 4) of 23.9 MW, which doubles potential heat delivery from surface mine water in Scotland. Heat available (G) from untreated gravity drainages is 19.3 MW. Untreated discharges reported in (Whitworth et al., 2012) which feature in Supplementary Appendix SA (i.e., not sampled in this study) were assigned a temperature of 10°C, and therefore the true value for G may be slightly higher.
Treated and untreated mine water combine to present a heating potential of up to c. 48 MW available at the surface. Surface resources provide the ‘lowest hanging fruit’ when planning mine water heating and cooling development. These resources can be harnessed without significant capital expenditure for drilling and with greatly reduced pumping costs as part of the operational expenditure. Visualising heat units (W - watts) can be simplified by assigning an average 2 bed house/flat a thermal peak demand of 4 kW (BoilerGuide, 2022). With this generalised assumption, we can state that up to 12,000 two bedroom homes could be heated by surface mine water resources. This optimistic viewpoint should be tempered by the fact that many of the discharges are distant from urban areas and other loci of heat demand, meaning that the potential thermal resource has no obvious user at present. Prior to harnessing the thermal energy of a mine water discharge, regular sampling and monitoring should be performed to establish environmental baselines and seasonal temperature variability. These data are imperative for assessing overall heating/cooling delivery before installation of any associated infrastructure.
RESULTS AND DISCUSSION—HYDROCHEMICAL DATA
Physicochemical Properties
The physicochemical results for every gravity drainage (#5-84) including those treated by TCA (Bailey et al., 2016) or local council (James Hutton Institute, 2016) are presented as box and whisker plots in Figure 3 and listed in Table 3. The box portion contains the middle 50% of the data points (between the 25th and 75th percentiles), representing the interquartile range (IQR) (Tukey, 1977). The central line represents the median value, whilst the cross locates the arithmetic mean. The “T” shaped whiskers extend towards the maximum and minimum values of the dataset. Their extent is capped at 1.5 times the length of the box (Reimann et al., 2008), and reach as far as the most extreme value within this range. Beyond the extent of the whiskers, individual extreme outlier data points are plotted. Any samples with values below detection limits have been set to 0 for the purposes of plotting.
[image: Figure 3]FIGURE 3 | Box and whisker plots for total iron and physicochemical properties for all gravity drainages in Scotland including those treated by TCA (Bailey et al., 2016) or the council (James Hutton Institute, 2016), and the untreated discharges sampled in this study.
TABLE 3 | Results for all gravity mine drainages (not including the 4 pumped systems in Scotland). Data from TCA treated discharges available only for: Flow rate, Temperature, Heat Available, Total Heat Delivery with COP of 4 and ΔT = 4 K, pH, Electrical Conductivity, Alkalinity and Fe (total).
[image: Table 3]Water temperatures range between 7.8°C and 15.1°C. Very shallow coal mine drainages with short groundwater flow pathways can be influenced by thermal variations at surface or percolating rainfall temperatures, causing discharge temperature to fluctuate across the seasons (Farr et al., 2016). Higher temperatures reflect mine water source depth and the geothermal gradient of an area (Farr et al., 2021), buffered from surface temperature fluctuations by tens to hundreds of metres of bedrock. The highest overall discharge temperature is from TCA’s treatment site at Minto (#9) gravity drainage (15.1°C) (56.1391°N, 3.2808°W) where the coordinates of the discharge location correlate with the disused No.1 and No.2 shafts of Minto Colliery, reaching 184 m BGL and 302 m BGL respectively (The Coal Authority, 2022). The highest temperature discharge sampled as part of this study (15.0°C) is Wallyford Great (55.9475°N, 3.0167°W) (#80). Watson (2007) explains the arrangement of the Wallyford Great ‘engineered’ discharge, which flows from an artesian borehole. The borehole was recently drilled (in 2005) to c. 190 m BGL, where it is understood to drain artesian waters from unrecorded limestone workings, connected to Wallyford colliery. Temperature seasonality was not measured in this study, but accounts of mine water discharges from Wales in Farr et al. (2016) show a variety of temperature responses throughout the year. Deep sources demonstrated greater stability (subset reported in Walls et al. (2021)), whilst shallow sources or rapidly recharging systems, showed greater temperature fluctuation, some displaying an IQR of around 3°C (Farr et al., 2016).
Electrical conductivity (EC) ranges between 146 μS/cm and 6,515 μS/cm, with an interquartile range of 564–1,242 μS/cm. EC reflects total ionic solute content and is influenced by groundwater residence time, influence of marine or connate water, soil zone processes (e.g., rainfall evapotranspiration and CO2 generation), rock mineral suite and degree of weathering. In coal mines, one potential determining reaction is sulphide oxidation which not only releases iron and sulphate, but also protons, which hydrolyse other minerals and release base cations and alkalinity. Consumption of protons (acid) by carbonate (and silicate) weathering explains the circumneutral pH values observed in many of the mine waters, and their alkalinity content (Wood et al., 1999). However, it is also known that deep coal mines sometimes host naturally saline formation water (Anderson, 1945; Younger et al., 2015). The two elevated EC outliers are Glenburn (#52) (6,515 μS/cm) and Douglas (#39) (4,756 μS/cm). Associated elevated Na and Cl− values for the Glenburn discharge (55.5145°N, 4.6223°W) and an immediate proximity to the coast, reasonably suggests marine influence on chemistry and EC. The Douglas discharge (55.6008°N, 3.7994°W) also contains elevated Na and Cl− values but is sited c. 50 km from the coast. The recorded mine adit appears to drain workings associated with Douglas colliery’s main shafts (both 238 m deep (Oglethorpe, 2006)) and to be overlain by spoil heaps (bings) from the mine. It is known that deep mines throughout the UK are characterised by highly saline formation waters (Younger et al., 2015). The sodium chloride content in the Douglas mine water (721 mg/L sodium and 900 mg/L chloride) could thus be due to a component of saline water either in the mine water itself or in leachate from the spoil tips percolating into the adit.
Highly variable redox conditions in shallow mine waters are reflected by ORP ranges between −103 mV and +330 mV, with a median value just below zero (−10 mV). 23 of 58 discharges (39.7%), not including those treated by TCA, had an H2S odour.
Total iron present in Scotland’s mine water discharges ranges from 0.4 mg/L to 74.8 mg/L, with an interquartile range of 2.0–11.6 mg/L. The Dalquharran (#5) discharge (55.2799°N, 4.7308°W) hosts the highest total iron concentration, after infamously having one of the highest ever recorded peak iron concentrations (c. 1,500 mg/L) during the “first flush” phase of mine water rebound and surface breakout (Younger and Adams, 1999). Peak and long-term iron concentration are often linked and may correlate with total sulphur content of the worked coal seams (Younger, 2000b). The Dalquharran discharge is currently intercepted by a passive treatment arrangement operated by TCA, before outflow to the local watercourse (Water of Girvan).
Elemental Properties
The following figures and hydrochemical interpretations consider only the 57 sample sites of this study. TCA treatment sites have been omitted since they are partially characterised elsewhere (Bailey et al., 2016), and sampling access was limited. Figure 4 shows box and whisker diagrams for mine water chemistry. Bicarbonate and sulphate are the dominant anions in the mine water. Chloride is a dominant anion in two discharges (discussed above). Elevated sulphate in the mine waters is usually assumed to reflect the products of sulphide oxidation processes, but interpretation of δ34S may also suggest other possible sulphate sources including marine inundation, evaporites, evaporitic brines or carbonate associated sulphate (CAS).
[image: Figure 4]FIGURE 4 | Box and whisker plots following water chemistry analysis of the untreated gravity discharges sampled in this study (not including treated discharges by TCA or council). All values in mg/L except alkalinity in meq/L.
The most common mine water type is calcium-bicarbonate. Calcium is the dominant cation for 18 of the 57 samples (>50% meq/l contribution) and for a further 23 samples is the highest percentage (meq/l) cation. Bicarbonate is the dominant anion in 34 of the 57 samples (>50% meq/l contribution) and has the highest percentage (meq/l) for another 2 samples. 18 of the sampled waters have sulphate as the highest percentage anion (in meq/l). A Durov plot with total dissolved solid (TDS) concentration is shown in Figure 5. Cation meq/L values mostly cluster in an area around 35%–65% Ca, 15%–55% Mg and 0%–40% Na + K, with a few outliers more dominated by Ca or Na. Anion meq/L plots spread between sulphate and alkalinity, with the majority <20% Cl. There is a slightly higher density skewed towards higher percentages of alkalinity. The central plot suggests that, when excluding the high concentration saline outliers, greater TDS values correlate with sulphate-dominated anion balances.
[image: Figure 5]FIGURE 5 | Durov plot for untreated gravity discharges sampled in this study, with total dissolved solids (TDS) shown on right hand extension plot.
The Younger diagram (Figure 6) was designed to plot groundwaters which have been affected by pyrite oxidation and to interpret their source and history (Younger, 2007). Plotting Younger diagrams requires total acidity. This is calculated using the method outlined in (Younger, 2007) whereby total acidity in meq/L is defined as:
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[image: Figure 6]FIGURE 6 | Younger diagram with untreated discharges from this study, where bubble sizes reflect the EC value. The Cl− and SO42- on the x-axis are both meq/L. The typical plotting fields are: (A)—Acidic spoil leachates, tailings/bing drainage, and shallow oxygenated workings in pyrite rich strata; (B)—Majority of fresh, shallow, ferruginous coal mine waters; (C)—Previously acidic waters, since neutralised; (D)—Deep-sourced pumped, saline mine waters; (E)—Field in which few mine waters plot.
Where each of the values in parentheses is the concentration of the dissolved ion in meq/L. To make this calculation, it is assumed that the dissolved iron in the water is in ferrous form (ferric iron is generally insoluble in all but the most acidic waters). The main mineral contributors to acidity are almost exclusively ferrous iron and manganese.
Net alkalinity has been plotted on the Y-axis by subtracting the total acidity from the total alkalinity (both in meq/L). The majority of the mine waters plot in field B, i.e., “typical” British coal mine waters, whose chemistry is assumed to be controlled by the processes of pyrite oxidation and neutralisation. For comparison to the X-axis plots, average seawater has a Cl−/(Cl−/SO42−) value of 90.7% (Lenntech, 2022), infiltrating rainfall is 85.4% (O Dochartaigh et al., 2011), and mean values for groundwater from Carboniferous aquifers which have not been extensively mined for coal plot at 56.4% (Ó Dochartaigh et al., 2015). This diagram was created for understanding mine waters but is less useful when plotting waters with low mineralisation (i.e., waters not affected by pyrite oxidation), plotting the conductivities of the discharges as circle sizes shows the low EC samples (small circles) which may not be best characterised by a Younger diagram. In the instance where there is a distinct saline influence on the mine waters (#39; #52), the Cl−/(Cl−/SO42−) ratio increases, despite both having sulphate concentrations in the highest 25% (335.9 mg/L and 405.1 mg/L respectively).
Iron Loading
The iron loading value (kg/day) of a mine water discharge is a function of flow rate (L/s) and total iron concentration (mg/L). The mine waters entering Scottish treatment sites have a combined iron loading of 1,032 kg/day (Bailey et al., 2016; James Hutton Institute, 2016). The mine water is intercepted and treated to remove most of the total iron (Table 4) and as a result, the treatment sites prevent 960 tonnes of iron (solids) from entering Scottish water courses each year (The Coal Authority, 2021). The discharges sampled in this study show a combined iron loading of 595 kg/day. Since these discharges are yet untreated, the total iron content currently flows, without interception, into streams and rivers or directly into the ocean. Table 5 shows the top seven untreated discharges ranked in order of iron loading. They have iron loadings close to or significantly above the median values of the gravity passive treatment sites (Table 4), hence a treatment site may become necessary for each of them. Importantly, since flow rate has a positive correlation with both iron loading and heat available (G), the discharges with the highest iron loadings represent high heating potential. Table 5 shows that six of the seven highest iron loadings have greater than 0.5 MW heat available, with the greatest at Old Fordell (Junkie’s Adit: #66) on the River South Esk having 2.49 MW. Old Fordell causes extensive ochre smothering along the river in the centre of Dalkeith, Midlothian (Figure 7). There is reason therefore, for future mine water treatment systems to incorporate a means to harness and distribute the heating capacity of the mine water discharges.
TABLE 4 | Total iron loading of mine water into Scottish treatment sites based on total iron concentrations.
[image: Table 4]TABLE 5 | Correlation of iron loading and heat available for the untreated discharges with the highest iron loadings, based on total iron concentrations.
[image: Table 5][image: Figure 7]FIGURE 7 | Images of Old Fordell (“Junkie’s Adit”) mine water discharge (A), which hosts the highest iron loading of the untreated discharges (1L bottle for scale), and the resulting downstream ochre precipitation on the River South Esk (B).
Stable Isotope Data
O and H
O and H isotopic values for discharges of this study (outlined in Supplementary Appendix SB) are plotted in Figure 8. The results from the University of Glasgow meteoric control samples (Supplementary Appendix SD) are plotted alongside, with their trendline generating the mean Local Meteoric Water Line (LMWL). All the mine discharge samples plot close to the mean Global Meteoric Water Line (GMWL) and the LMWL. The arithmetic means for the mine water discharges (Figure 8) (δ18O = −7.6; δ2H = −51) overlap within one standard deviation of the arithmetic means for the meteoric controls (δ18O = −7.2; δ2H = −48). This demonstrates that the mine waters’ H2O component is likely derived from relatively recent meteoric water and has not undergone significant isotope exchange with minerals or evaporative processes: thus, no trace of deep, interacted, more ancient groundwaters are detected.
[image: Figure 8]FIGURE 8 | Oxygen and hydrogen isotope plot for the untreated MVS mine water discharges against the global meteoric water line (solid) and a local meteoric water line (dashed) derived from rainwater samples at the University of Glasgow.
S Isotopes
A histogram with sulphur isotope δ34S values for the gravity drainages sampled in this study show a range between 0‰ and +48‰ (Figure 9). 52 of the 56 measurements plot between 1‰ and 20‰, but without a clear mode. The factors controlling the sulphate sulphur isotopic composition of the mine waters remains unclear. Banks et al. (2020) suggested that high δ34S (around or above +20‰) might reflect a contribution from marine-derived salts (although elevated chloride would distinguish these), from evaporite dissolution in overlying or adjacent strata (however this might be reflected by elevated Cl−/Br− ratios if halite was present), or from residual evaporitic brines. They also suggested that sulphate reduction processes might serve to elevate mine water δ34S in some cases.
[image: Figure 9]FIGURE 9 | Histogram of δ34S values collected from the untreated mine water discharges in this study.
The dominant signature of the mine waters has δ34S between +2‰ and +20‰ (Figure 9). Typical Coal Measures pyrite values range from -26.3‰ and +18.4‰ (Bullock et al., 2018), thus, the majority of mine water δ34S are at least compatible with the hypothesis of predominant sulphide oxidation derivation. However, there is a disparity between the distributions of the two sample groups. The Coal Measure pyrite values have a mean of +2.7‰ (Bullock et al., 2018), whilst the mine waters show a heavier mean δ34S value of +10.7‰ and have no samples with negative δ34S, suggesting there remains isotopically heavy sulphate entering the system adding to the value expected from oxidation of pyrite minerals.
Scottish contaminated mine drainages’ (CMD) neutrality is ascribed to a pH buffering effect caused by dissolution of carbonate minerals in the host rocks as outlined above (Farr et al., 2016; O Dochartaigh et al., 2011; Wood et al., 1999). Resulting groundwaters have increased (and in many cases, dominant) concentrations of hardness minerals (Ca and Mg) and alkalinity. A Limestone Coal Formation core sample from the British Geological Survey’s (BGS) Glasgow Geothermal Energy Research Field Site (GGERFS) shows elemental calcium and magnesium present at average concentrations of 12,700 ppm (1.27%) and 6,928 ppm (0.69%) respectively from X-ray Fluorescence (XRF) readings at 2 cm intervals across 168 m of bedrock (Monaghan et al., 2021). The median value for the Ca/alkalinity ratio of the mine water discharges is close to one, suggesting that calcite dissolution is a predominant source of Ca and alkalinity to the water. Evidence from these sources shows that carbonate minerals are present throughout coal bearing rocks, found most densely in marine (fossiliferous) limestone units and tidal deposited mudstones with a range of biotic fossil remains (Monaghan et al., 2021).
Figure 10 shows that an increase in the equivalent ratios of alkalinity or Ca and Mg versus sulphate correlate somewhat with increasing δ34S values between zero and the quoted δ34S value for Namurian and Westphalian seawater (c. +14‰ and +16‰), and beyond towards modern seawater (+21.2‰) (Tostevin et al., 2014). Carbonate associated sulphate (CAS) in limestones and marine bands host δ34S values reflective of Carboniferous seawater (Wu et al., 2014) and, given the evidence for extensive carbonate dissolution could reasonably be a factor explaining the heavier δ34S in discharge waters. Where mine waters contain sulphate sourced only from oxidised coal seam pyrites the ratio of alkalinity to sulphate would be expected to be <1. With progressive dissolution of carbonate minerals and incorporation of both alkalinity and CAS, the ratio moves well beyond 1 and, in this study, as high as 17.4. During dissolution of carbonate minerals, the CAS, which is present as structurally substituted sulphate ions within the carbonate lattice (Kampschulte and Strauss, 2004), can be released. However, abundances of CAS in modern biogenic carbonates average around 600 ppm, and in most carbonates around 100 ppm (Fichtner et al., 2017). It is unlikely that heavy δ34S contribution from CAS could be the sole controlling factor on the groundwater overall δ34S value, but a potential contribution should not be ignored. If the alkalinity increase relative to sulphate is indicative of sulphate reducing bacteria, often found in anoxic groundwater (Brown et al., 2002), then the CAS hypothesis could be dismissed.
[image: Figure 10]FIGURE 10 | δ34S plots against alkalinity to sulphate ratio, and calcium and magnesium (combined) to sulphate ratio (both as meq/L ratios).
The Banks et al. (2020) hypothesis whereby recent marine inundation leaves a seawater δ34S footprint (circa +21‰) on the groundwaters can be confidently excluded since chloride concentrations are too low (median = 35 mg/L). The two exceptions to this are Douglas and Glenburn, where the hypothesis may fit since they show elevated salinity. All sampled mine waters have SO42−/Cl− molar ratios which exceed modern seawater (0.052) (Lenntech, 2022) and suggest contribution of sulphate without additional chloride, likely derived from lithological sources (pyrite) (Banks et al., 2020). Likewise, the median Na+/Cl− molar ratio is 1.06, (max 12, min 0.43), which exceeds modern seawater (0.858), and suggests some additional lithological sources of sodium (felsic minerals) beyond marine derived salinity (Banks et al., 2020). The Cl−/Br− mass ratios of most of the sampled mine waters (median 26.1) show values lower than that of seawater (292) (Lenntech, 2022) (Figure 11). The majority also plot lower than typical shallow groundwater ratio values (from 100 to 200) (Davis et al., 1998). Significantly lower values for groundwater, which have reached as low as 4, are attributed to the degradation of humic material in peat deposits (Davis et al., 1998). Organic materials are known to concentrate bromide without concentrating chloride, therefore the authors speculate that overall low Cl−/Br− ratios reflect a contribution of bromide from organic matter in coal seams and no additional chloride from marine inundation.
[image: Figure 11]FIGURE 11 | Plot of the chloride: bromide ratio against chloride concentration, with circle sizes proportionate to δ34S value. Seawater in Black.
Evaporites of the Ballagan Formation, primarily gypsum with some anhydrite and psuedomorphs of halite, are detailed in Millward et al. (2018), found in abundance amongst fluvial, overbank deposits and saline–hypersaline lake deposits, with the latter hosting the majority of the evaporite minerals. Since the Ballagan Formation is of Tournaisian Age, it correlates with seawater δ34S values of early Carboniferous at c. +20‰ (Present et al., 2020), thus dissolution of the sulphate bearing minerals (gypsum and anhydrite) could introduce these heavy isotopic values to the groundwater. Douglas (#39) is the only mine water to have a Cl−/Br− above 1,000 (value = 1904), which suggests mixing with a groundwater which has interacted with halite deposits. However, the hypothesis whereby heavy δ34S values are derived from evaporite mineral dissolution does not fit well with this data since the data points with concentrated Cl− and high Cl−/Br− (especially Douglas) do not show heavy δ34S values (Figure 11). Ca and Mg in the mine water is not consistent with that of SO4, generating (Ca + Mg)/SO4 equivalent ratios which range between 0.5 and 16.8, with a median value of 2.5, making gypsum/evaporite dissolution unlikely to be a controlling factor for most of the samples.
Sulphate concentrated in residual saline brines or paleo-evaporites remains a potential explanation for the elevated δ34S values. Following deposition of the coal bearing strata in the Carboniferous, the MVS created depositional environments for sediments through the Permian to the Cretaceous. Whilst arid desert aeolian conditions dominated in the west through the Permian (Cameron and Stephenson, 1985), the preserved rocks off the coast of the Firth of Forth show evaporite deposits including gypsum and anhydrite from the hypersaline Zechstein Sea (Thomson, 1978). In the late Cretaceous, tropical seas submerged all but the highest areas of Scotland and deposited chalk layers (Harker and Trewin, 2002) during the probable Phanerozoic sea level peak, which may have been 150–300 m higher than present (Rawson, 2006). Arid climates following transgressions may have induced evaporation and concentration of saline waters, leading to brines or evaporites left behind. Whilst the associated rocks have since been eroded (Harker and Trewin, 2002), leaving sparse existing bedrock from the Permian—Cretaceous, the brines may have percolated into the bedrock beneath carrying sulphate with an isotopically heavy seawater/evaporite signature, and, whilst unlikely on geological grounds to be a major source, their contribution cannot be ruled out.
The heavy δ34S outliers include Glenburn (#52) at +48‰, described for its elevated EC above, is likely influenced by modern seawater, although this would only raise the δ34S to c. +21‰. The process by which the signature reaches +48‰ is unknown and is far heavier than any value from coal mine water elsewhere. Another very heavy δ34S value (+29‰) is from Rozelle Park (#75). Whilst Rozelle Park discharge has no recorded mine workings beneath it (The Coal Authority, 2022), the site (55.43896°N, 4.62201°W) is underlain by Lower Scottish Coal Measures rocks hosting ironstone seams and thin coals (British Geological Survey, 2008). Small, shallow, unrecorded workings may be present beneath the site and form the source of the 0.5 L/s discharge. The final heavy δ34S value of +26.7‰ is from the Baron discharge (#20 - 55.7724°N, 3.9925°W) believed to be derived from the 32 m deep Broomside-Haugh Shaft (The Coal Authority, 2022) accessing workings of the abandoned Dalziel-Broomside Colliery on the River Clyde, near Motherwell. These samples (Glenburn, Rozelle Park and Baron) are not associated with especially deep mines and would not be expected to exhibit mixing with deep brines or reducing conditions (of the three, only Glenburn had odours of H2S). There are also no obvious evaporite sources for sulphate in the vicinity of these discharges (and in any case there are no evaporites likely to have δ34S higher than around +20‰ for Carboniferous seawater sulphate, e.g., Present et al., 2020). Since the SO42-/Cl− ratios do not suggest current or palaeomarine influence, elevated δ34S does not support the hypotheses of Banks et al. (2020).
Evidently, the isotopic signature of dissolved sulphate in these mine waters is not homogeneous. Whatever the source of the dissolved sulphate, it is clear that their origin is not from a simple oxidation of pyrite in coals, particularly when considering the significant elevated δ34S values seen across the MVS. The origin of this sulphate is complex and unpredictable, likely involving the interplay of several sources. This is echoed by the review of Banks et al. (2020), and in Clackmannanshire Scotland which suggests that the signature may indeed be variable within any given mine water system (unpublished data).
CONCLUSION
Although mine water chemistry sampled at mine water discharges may not be representative of chemistry at depth in mine systems, this research provides a useful dataset as an entry point for stakeholders looking to install mine water geothermal systems across the Midland Valley of Scotland. Overall, the mine waters are circumneutral with dominant calcium-bicarbonate type, although many have sulphate as the dominant anion. Carbonate (and silicate) minerals are assumed to have been hydrolysed by protons released by oxidation and dissolution of sulphide minerals, in turn releasing base cations and alkalinity. Intriguingly, increasing δ34S values correlate somewhat with mineralisation from carbonate dissolution. An exclusive origin of sulphate from oxidation of pyrite in exposed coals is unlikely on the basis of the highly variable δ34S (mostly between 0 and 20‰) which is typically isotopically heavier than source pyrite across the Midland Valley of Scotland: this suggests an interplay of several sources. Inclusion of isotopically heavy sulphate released during the dissolution of marine carbonates is proposed as an influence on the δ34S values of the mine waters, however its absolute concentrations make it unlikely to be the controlling factor. Marine inundation is unlikely to be the source of heavy isotopic sulphate, but ancient evaporites/evaporitic brines are implicated. The complex origin of the sulphate contrasts with the relatively simple origin of the host water, being dominated by local meteoric water.
Gravity fed or actively pumped drainage from coal mines has been shown to host significant heating potential for circulation in district heating networks if harnessed by heat exchanger technology and converted to useable heat using a heat pump. Using mine water which is present at the surface removes drilling capital expenditure and is less restricted by subsurface risks, however, the discharges are location-dependent, and any heat consumers would have to be proximal. In the Midland Valley of Scotland, the mine water brought to the surface via gravity or pumping for treatment has been calculated to provide a total heat pump delivery of 48 MW, corresponding to the peak heating demand of 12,000 two-bedroom houses. Where gravity discharges are not treated by the Coal Authority to remove the dissolved and suspended iron, ochre pollution and smothering reduces natural water quality and oxygen availability in the receiving watercourses. Untreated discharges contribute 595 kg/day of iron to Scottish watercourses and the largest untreated gravity discharge polluters show a strong correlation with high heating potential. The most obvious of these is Old Fordell (Junkie’s Adit) in the centre of Dalkeith, Midlothian, which hosts 2.49 MW heating potential. It is thus recommended that any future treatment sites consider installation of heating infrastructure to harness the low-carbon mine water thermal resource, provided a demand exists in the vicinity.
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FOOTNOTES
1(Rsample/Rstandard) - 1) x 1,000 = ∂ value; where R = 34S/32S, 18O/16O, 2H/1H—resulting in δ34S, δ18O and δ2H respectively.
2The reference number preceded by the # symbol, aligns with the ordering system in Supplementary Appendices SA,B.
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Mine water geothermal energy could provide sustainable heating, cooling and storage to assist in the decarbonisation of heat and achieving Net Zero carbon emissions. However, mined environments are highly complex and we currently lack the understanding to confidently enable a widespread, cost-effective deployment of the technology. Extensive and repeated use of the mined subsurface as a thermal source/store and the optimisation of operational infrastructure encompasses a range of scientific and technical challenges that require broad partnerships to address. We present emerging results of a pioneering multidisciplinary collaboration formed around an at-scale mine water geothermal research infrastructure in Glasgow, United Kingdom. Focused on a mined, urban environment, a range of approaches have been applied to both characterise the environmental change before geothermal activities to generate “time zero” datasets, and to develop novel monitoring tools for cost-effective and environmentally-sound geothermal operations. Time zero soil chemistry, ground gas, surface water and groundwater characterisation, together with ground motion and seismic monitoring, document ongoing seasonal and temporal variability that can be considered typical of a post-industrial, urban environment underlain by abandoned, flooded coal mine workings. In addition, over 550 water, rock and gas samples collected during borehole drilling and testing underwent diverse geochemical, isotopic and microbiological analysis. Initial results indicate a connected subsurface with modern groundwater, and resolve distinctive chemical, organic carbon and stable isotope signatures from different horizons that offer promise as a basis for monitoring methods. Biogeochemical interactions of sulphur, carbon and iron, plus indications of microbially-mediated mineral oxidation/reduction reactions require further investigation for long term operation. Integration of the wide array of time zero observations and understanding of coupled subsurface processes has significant potential to inform development of efficient and resilient geothermal infrastructure and to inform the design of fit-for-purpose monitoring approaches in the quest towards meeting Net Zero targets.
Keywords: geochemistry, geothermal, mine water, environmental monitoring, geomicrobiology
INTRODUCTION
Central to achieving Net Zero carbon emissions targets in the UK will be the decarbonisation of heating and cooling of our buildings (HM Government, 2020). In 2020, 90% of UK homes used fossil fuels (predominantly gas) for heating, cooking and hot water (HM Government, 2020) with UK domestic heat demand between 300 and 400 TWh/yr between 2003 and 2015 (Watson et al., 2019). Globally, heating and cooling accounted for 51% of energy demand in 2018, with 10.2% met from renewable energy (Ren21, 2021), though the picture is varied with the “fuel share” for heating demand of countries such as Sweden and Norway being less than 10% for gas, oil and coal (Gross and Hanna, 2019). To date, progress to decarbonise heat in the UK has been slow due to factors such as paucity of heat networks, retrofitting of existing buildings, lack of subsurface heat regulation (Abesser, 2020; HM Government, 2020; Postnote, 2020) and lack of strong policy signalling (e.g., Committee on Climate Change, 2016; Gross and Hanna, 2019). The sector is rapidly evolving with the emergence of growing numbers of policy/strategy announcements and financial schemes [e.g., UK Government Green Heat Network Fund, Net Zero Strategy (HM Government, 2021), Scottish Government Heat in Buildings Strategy and Scottish Heat Network Fund], including wider recognition that geothermal energy could form an important part of decarbonisation of heat (e.g., Lund and Toth, 2021; REA/Arup 2021; Abesser and Walker, 2022).
Using the shallow underground (≤500 m) for heating, cooling and thermal storage offers a potentially sustainable low carbon solution for the energy transition. Mine water geothermal utilises the warm water in abandoned, flooded coal mines that are widespread beneath many of the UK’s towns and cities (Bailey et al., 2016; Farr et al., 2020; Walls et al., 2021). This anthropogenic aquifer has the potential to supply renewable heat to homes and businesses coincident with the coalfields, which are commonly locations of heat demand. Less than fifty documented operating schemes in abandoned coal mines have proved the concept of mine water heating, cooling and inter-seasonal storage globally including in Germany, Spain, Netherlands, Poland, United States, Russia and China, with the UK currently having around 2.6 MWth of mine water heat installed and 9 MWth currently under advanced exploration or construction stages (e.g., Verhoeven et al., 2014; Banks et al., 2017; Loredo et al., 2017; Adams et al., 2019; The Coal Authority, 2020; Busby and Mansor, 2021; Steven, 2021; Walls et al., 2021). Estimates of the mine water thermal resource are large, for example 2.7 TWh/yr from the Midland Valley of Scotland heat-in-place (not the recoverable resource), equivalent to 8% of Scotland’s annual domestic heating demand (Todd et al., 2019), or c. 16 TWh of potential UK underground thermal storage (Gluyas et al., 2020, ΔT 5°C scenario) equivalent to around 5% of annual UK domestic heat demand (Watson et al., 2019). The potential in other countries with abandoned, flooded coal mines is also significant (e.g., US Watzlaf and Ackman, 2006; Germany Bracke and Bussmann, 2015; generally Preene and Younger, 2014; Ramos et al., 2015).
To enable the widespread rollout of mine water heat, the costs and technical risks need to be significantly reduced along with changes to policy, regulation and financial incentives (NERC, University of Strathclyde and BGS, 2019; Optimat, 2019; NELEP, 2021; Townsend et al., 2021). The technical aspects of subsurface exploration, sustainable operation and heat distribution spans a wide range of disciplines: geoscience, engineering, biochemistry, economics, and social science. Consequently, geoscientists are increasingly aware of their role in the whole energy chain. For example, the social acceptability for onshore geoenergy technologies relies on risks and uncertainties being better understood, community-focused engagement and energy framing (Dickie et al., 2020; Demski, 2021). Increasing the geoscientific evidence base through new scientific data is at the core of this energy chain (Figure 1). For mine water geothermal, one such research area that we know relatively little about is the consequences of chemical, biological and physical processes acting in an anthropogenically-altered underground, how these are impacted by the repeated cycles of heat and water flow of geothermal operations, and by competing uses of the subsurface for resources, such as water supply, and infrastructure.
[image: Figure 1]FIGURE 1 | Summary of key geoscientific subsurface processes in mine water heating, cooling or storage (core of figure), resultant potential risks and impacts (second ring), mapped outwards to implementation/outcomes/benefits (outer ring).
Real-world quantitative evidence of coupled rock and fluid processes, ongoing and induced environmental change for de-risking can happen at multidisciplinary, at-scale test sites (Jenkins et al., 2012; Stephenson et al., 2019; Figure 1 outer ring). The UK Geoenergy Observatory in Glasgow is one such example, specifically designed around mine water heat (Monaghan et al., 2021a).
The UK Geoenergy Observatory (hereafter referred to as the Glasgow Observatory, or simply Observatory) is located in the south-east of Glasgow city region with the majority of the infrastructure situated within the Cuningar Loop, Rutherglen (Figure 2). It is a unique facility for monitoring, testing and innovation focused on process understanding of mine water heat, funded by UK Government through UK Research and Innovation/Natural Environment Research Council, delivered and operated by the British Geological Survey (BGS). The planning, construction and testing of the boreholes was delivered between 2016 and 2020 and the Observatory is planned to have a 15-year operational lifespan (Monaghan et al., 2021a; Starcher et al., 2021). It comprises 12 boreholes across five sites–five groundwater environmental monitoring boreholes (16–45 m mbgl), five mine water characterisation and monitoring boreholes screened at the Glasgow Upper mine working (c. 50 m mbgl) or Glasgow Main mine working (c. 85 m mbgl), a sixth borehole repurposed for sensor testing to 67 m depth, and a 199 m deep seismic monitoring borehole that produced the cored reference section (Figures 2, 3). Downhole electrical resistivity tomography sensors, fibre-optic cables for distributed temperature sensing and hydrogeological data loggers enable time-series monitoring to characterise physical, chemical and flow heterogeneities. Permanent geothermal “sealed open loop” infrastructure for research into the abstraction and re-injection of mine water and extraction or storage of heat is being installed on four of the existing mine water boreholes for completion in mid-2022. The 200 kW output is at the scale of a small mine water heat scheme, such as may supply a municipal building; for example in Essen, Germany a scheme of comparable size was used to heat a retirement complex (Hall et al., 2011). With far greater monitoring than would be expected of a commercial geothermal scheme, the extensive data gathered at the Glasgow Observatory on processes, developing monitoring tools etc. has wide applicability to similar settings, and to regulatory and policy development.
[image: Figure 2]FIGURE 2 | Location maps (A) location of the UK Geoenergy Observatory (B) overview of surface water, soil chemistry and borehole sites in Glasgow city region (C) detail of boreholes and ground (soil) gas survey points at Cuningar Loop. Ordnance Survey data ©Crown Copyright and database rights 2021. Ordnance Survey Licence No. 100021290 EUL.
[image: Figure 3]FIGURE 3 | Interpretive 3D block diagram to illustrate borehole geometry, proved and interpreted mine working variability indicated by abandonment plans at the UK Geoenergy Observatory in Glasgow. No vertical exaggeration. Height in metres relative to Ordnance Datum shown (ground level around 10–12 m above OD) Reproduced from Monaghan et al. (2021a), BGS © UKRI 2021.
This paper highlights some of the first time-series datasets that form the environmental baseline characterisation at the shallow mine water geothermal observatory at “time zero”—before construction, during construction and through borehole testing. We highlight that by multidisciplinary working we can uniquely explore coupled hydrogeological-chemical-biological processes and use these to provide an innovative insight to future research challenges in this complex environment (Figure 1; inner rings). This characterisation and monitoring forms the basis to evaluate any future changes induced by geothermal heat extraction and flow cycling. It informs the resource size and sustainability, environmental impact and may contribute towards social approval of mine water heat, towards innovation of new technologies and reducing cost and risk for future heat supply schemes.
We describe a novel multidisciplinary and multi-institution approach to integrative applied geoscience required to address current societal need, unusual in the terrestrial environment outside of large grant funding. The approach initiated from during drilling and testing samples provided to five Universities during construction of the Glasgow Observatory. Open access data and collaborative discussions to maximise understanding have enabled a subsurface systems approach, more diverse and explorative than may have been achieved without integration, illustrating the power of providing scientific access to such sites prior to, and during, the construction phase.
METHOD AND MATERIALS: DURING DRILLING AND BASELINE SAMPLING CAMPAIGNS
In and around the Glasgow Observatory, a suite of environmental baseline characterisation and monitoring data has been collected by the site operator (BGS) on the physical properties of the aquifer, the chemical properties of groundwater and surface water, the land quality (soil geochemistry), ground gas measurement, together with seismicity and ground movement over larger areas (Figure 2; Bateson and Novellino, 2019; Barkwith et al., 2020; Fordyce et al., 2020a; Fordyce et al., 2021; Palumbo-Roe et al., 2021; Shorter et al., 2021a,b). The environmental baseline characterises the prevailing natural and anthropogenic conditions; this paper includes baseline measurements and surveys from 2018 to 2020.
In addition, opportunities were advertised by BGS for researchers to request samples before two periods of borehole drilling commenced. This early access “during drilling” sampling covered time-dependent core sampling, rock chip samples, drilling fluid and groundwater. This paper highlights some initial results of 149 core, 120 rock chip, 217 during-construction drilling fluid/groundwater and 66 post-drilling groundwater samples that were collected and distributed to 12 academic researchers in 5 universities, covering research on geochemistry, isotopic characterisation, gases, organic carbon and geomicrobiology (Figure 2; Table 1). A detailed Supplementary Table S1 is provided in supplementary information that details the purpose and timing of sampling for each research group. The detailed methodologies, results and data are available in open data packs for baseline characterisation and monitoring via the National Geoscience Data Centre or links on the ukgeos.ac.uk website.
TABLE 1 | Summary of sample analysis and laboratories used.
[image: Table 1]Baseline surveys and sampling were undertaken before drilling, during drilling, during borehole cleaning and test pumping (Figure 4), providing the time zero baseline through the exploration stages of a mine water geothermal infrastructure. Samples represent both the natural environment (e.g., rock chips, surface water and soil) plus responses to, and monitoring of, drilling into the subsurface environment (e.g., borehole drilling return fluids, settling tank fluids). Analysis and reporting presented here are categorised through drilling stages, borehole depth (time-series) and lithologically.
[image: Figure 4]FIGURE 4 | Overview of sample, surveys and monitoring through time during construction of the UK Geoenergy Observatory in Glasgow. Boreholes progressed through drilling, cleaning, test pumping and groundwater chemistry sampling (GW). Blue numbering shows corresponding result figures in this paper.
Stakeholder engagement, including with the public, was a critical part of the development of the Glasgow Observatory, running in parallel to the time zero baseline sampling and characterisation described here. Public engagement events were held with the local community, enabling open dialogue with local residents, resulting in the repositioning of some boreholes, and establishing a relationship that continued throughout the drilling and construction process. Community engagement identified that potential or perceived environmental impacts from construction and geothermal activities were a concern, further justifying the need for an environmental baseline. A separate study found that awareness of geothermal technologies was low (Dickie et al., 2020).
BOREHOLE DRILLING AND TESTING
Here, we present the method, results and initial interpretation for different studied parameters in turn, giving information on the context and rationale as we do so.
Geology and Mine Water Reservoir
The superficial deposits across the Glasgow Observatory range from 26 to 40 m in thickness, including 7.5–9 m of made ground dominated by materials consistent with building demolition landfill. The natural Quaternary succession is typical of that in the River Clyde valley and eastern Glasgow, comprising glacial till and marine, lacustrine and fluvio-glacial deposits, overlain by fluvial deposits (Browne and McMillan, 1989; Arkley and Callaghan, 2021). At Cuningar Loop, the superficial deposits beneath the fluvial deposits and raised marine estuarine clays proved to be more sand- and gravel-dominated than predicted, with channelised glacio-fluvial deposits interpreted as cutting into glacial till (Arkley and Callaghan, 2021; Monaghan et al., 2021a; Figure 3).
The bedrock succession in this part of eastern Glasgow comprises gently folded Carboniferous sedimentary strata that are cut by faults of metres to hundreds of metres throw, on a variety of orientations. Nine observatory boreholes penetrated bedrock typical of the Scottish Coal Measures Group, with interbedded mudstone, siltstone, sandstone and coal (Figure 3; Table 2). Borehole GGC01 at Dalmarnock provided a c.170 m cored section containing 9 intact coal seams (Monaghan et al., 2021b). At Cuningar Loop, mine water boreholes encountered workings in the Glasgow Upper, Glasgow Ell and Glasgow Main coal seams, proving water-filled voids, mine waste, fractured rock mass and intact coal pillars (Monaghan et al., 2021a; Table 2). Three boreholes are screened across the Glasgow Upper mine working (GGA01, GGA04, GGA07) and two screened across the Glasgow Main mine working (GGA05, GGA08; Figure 3). These are representative of different mining styles and post-abandonment history with groundwater flow likely to be via combination of pipe flow (voids), porous media (mine “wastes” (material packed into workings, or roof collapse into workings), surrounding sandstones) and fracture flow.
TABLE 2 | Summary of boreholes at the Glasgow Observatory: drilling type, internal casing diameter and screened horizon.
[image: Table 2]The successions are typical of many coalfield areas where the post-industrial legacy includes a complex and anthropogenically-altered groundwater and surface water hydrogeological and hydrochemical environment comprising not only coal-mine waters, mine working roadways, shafts and discharges, but also a top layer of made ground that may include contaminants of concern.
Hydrogeology and Groundwater Chemistry
Initial hydrogeological indications were gained throughout borehole drilling, with sample analysis from the drilling flush, settling tank, borehole water and borehole cleaning stages presented in separate sections below. A small number of standard geochemistry analyses taken by BGS during borehole construction (Shorter et al., 2021b) were followed by the results from test pumping that represent purged samples of groundwater from the aquifer unit.
Characterisation of the hydrogeological system and viable yields from abstraction boreholes are critical to evaluating mine water heat resources and understanding coupled systems and processes in the rock-water-biosphere environment. In addition, these data inform environmental protection. As a first step, pumping tests were carried out by BGS in ten of the boreholes at the Glasgow Observatory to: determine the physical aquifer properties of the mine workings, bedrock and superficial deposits; test the yield of the boreholes; identify connectivity between units; and to take pumped samples for water chemistry characterisation and residence time analysis. Step tests and five-hour constant rate tests were undertaken at nine boreholes, whilst a falling and rising head test was carried out on the low yielding borehole GGB04 (Shorter et al., 2021a; Figure 2 and Table 3). Water levels were monitored in pumped and observation boreholes (Figure 5) and preliminary transmissivity measurements estimated using Jacob’s approximation and the Theis recovery method (Table 3). Not all assumptions were wholly met for analysis using the Jacob’s Method or Theis recovery which assume homogeneous isotropic conditions with intergranular flow. However, research and modelling has shown that transmissivity estimated using these methods in more heterogeneous aquifers can still give realistic results (Sanchez-Vila et al., 1999; Halford et al., 2006). Samples were taken during the tests for major ions, trace elements and a range of organic carbon compounds, dissolved gases, and stable isotopes (δ2H, δ18O, δ13C, δ34S; Table 1 BGS analyses; Palumbo-Roe et al., 2021).
TABLE 3 | Summary of initial test pumping of nine boreholes, plus slug test on one borehole, at the Glasgow Observatory, data summarised from Shorter et al. (2021).
[image: Table 3][image: Figure 5]FIGURE 5 | Overview of groundwater levels (GWL) in ten boreholes in metres relative to Ordnance Datum (OD) during the pumping test period January–February 2020. In grey, SEPA rainfall data © Scottish Environment Protection Agency and database right 2021. All rights reserved. Glasgow Main mine working boreholes in green, Glasgow Upper mine working boreholes in blue, bedrock boreholes in orange, superficial deposit boreholes in yellow, showing that piezometric head levels are highest in the Glasgow Main mine working, distinctly different levels in the superficial deposits, plus the response to high rainfall. Sharp spikes are test pumping periods.
The test pumping gave maximum drawdowns of 0.3–18 m across the test sites. The transmissivity of the superficial deposits at the Observatory are highly variable (<1 to >200 m2/day), reflecting the diversity of superficial material, but consistent with previously measured transmissivity values in Glasgow (Williams, et al., 2017). The test pumping responses in the two bedrock boreholes gave very different results, likely reflecting the importance of fracturing within the sandstone, including fracturing induced in the overlying bedrock by mining. The transmissivity was similar within mine workings - approximately 1000 m2/day for the three tests in the Glasgow Upper and approximately 2000 m2/day for the two tests in the Glasgow Main—despite the boreholes penetrating mine workings of diverse character from open voids, to waste and likely fractured coal, and likely incorporating a range of local hydrogeological conditions. Data on transmissivity are rare for Coal Measures strata (Jones et al., 2000; Graham et al., 2009), but the results are at the higher end of estimates from available Scottish pumping test data (Ó Dochartaigh et al., 2015). The temperatures measured during the pumping tests were in the range 11.5–12.5°C, with the highest temperatures observed in the deeper Glasgow Main mine working.
Characterising the chemistry of the groundwaters from test pumping sampling reveals that all the groundwaters are moderately mineralised (1500–2000 μS/cm), with near neutral pH, and comprise bicarbonate–type waters. They contain sufficient alkalinity (HCO3 range 731–943 mg/L) to neutralise the mineral acidity, and are therefore classed as net alkaline mine waters, in common with many of the flooded mine workings in Scotland (Younger, 2001). The carbon isotope signature δ13C of dissolved inorganic carbon (DIC), averages −10.9‰. Anoxic conditions are common to all the groundwaters, with dissolved oxygen <0.5 mg/L; nitrate concentrations <0.6 mg/L, and high concentrations of dissolved iron (range 417–19,500 μg/L), manganese (range 260–3100 μg/L) and ammonium (up to 23 mg/L). Most inorganic parameters are within the range of groundwater measured from mined Carboniferous rocks in Scotland (MacDonald et al., 2017). Multivariate statistical cluster analysis indicates that the superficial deposits, bedrock groundwaters and the mine-workings are each clustered into statistically distinct groups based on their chemical composition (Palumbo-Roe et al., 2021). Groundwater stable isotope ratios (δ2H and δ18O) show a general correspondence with the global meteoric water line indicating that the groundwaters represent recharge from local rainfall consistent with the current climate. Interpretation of residence time data from CFC-11, CFC-12 and SF6 suggests that the average mean residence time of the groundwater is between 50 and 70 years in all the aquifer units. The youngest waters occur in the deepest boreholes installed within the Glasgow Main mine workings.
Groundwater level monitoring consistently shows that the piezometric surface in the deeper mine workings is higher than the shallower workings and both are higher than in the superficial deposits (Figure 5), consistent with the site being a discharge zone. In all boreholes, water levels respond to rainfall, the most notable example after a large rainfall event in February 2020 (Figure 5). The initial interpretation of the pumping tests and chemistry indicate strong connectivity within the individual mine workings and strong connections between the overlying sandstone bedrock and the adjacent Glasgow Upper mine working (orange and blue lines Figure 5). There is evidence of connectivity between the two mine workings, but little evidence of direct connectivity with the superficial deposits. Synthesis of these data towards an initial hydrogeological conceptual model is discussed below.
Surface Water Chemistry
Prior to and during borehole construction and testing, monitoring of the chemical quality of surface water was carried out between February 2019 and March 2020. The monitoring has established the surface water temporal and spatial chemical variability against which future change can be assessed and contributes to the characterisation of the hydrological/hydrogeological system in the area. Monthly surface water sampling was carried out at six sampling locations for inorganic, organic and isotopic analyses (Table 1) in the lower reaches of the River Clyde catchment. The River Clyde is a major water body with a catchment of about 2000 km2, flowing from east to west through urban Glasgow with mean annual flow rate at 48 m3/s (at Daldowie [NS 67154 61642], National River Flow Archive, 2022), fed by numerous tributaries for which regional stream sediment and surface water geochemical surveys have been conducted (Fordyce et al., 2004). On the River Clyde, three locations were monitored proximal to the Observatory at Cuningar Loop and two control sites approximately 1.5 km upstream and 2 km downstream (Figure 2B); all upstream of the weir that limits the tidal extent of the river. An additional monitoring point was at Tollcross Burn (SWTC in Figure 2B), a small tributary of the River Clyde (Fordyce et al., 2021).
The surface waters are primarily circum-neutral to alkaline pH (7.4–8.2) calcium-bicarbonate (Ca-HCO3) waters, likely reflecting the calcareous nature of the underlying geological parent materials and presence of anthropogenic carbonate-rich materials, such as building rubble, in the urban environment of Glasgow and Rutherglen. Across the monitoring zone, the River Clyde shows little spatial variability in the majority of the parameters, except for minor differences which may reflect greater influence of local bank seepage and poor mixing at certain locations and times. The surface water chemistry dataset showed significant temporal variability, related to seasonal/climatic patterns, rainfall and contaminant inputs. Parameters exhibiting seasonality include dissolved organic carbon (3.0–17.3 mg/L), temperature (3.6–21.9°C) and stable isotope data (Fordyce et al., 2021). Major ion concentrations were higher in the River Clyde during periods of lower rainfall (April–June 2019), when baseflow was likely more dominant. Several trace elements show similar temporal behaviour in the River Clyde including arsenic, antimony, barium, caesium, cobalt, rubidium, strontium, selenium, tin and uranium (Figure 6: iron).
[image: Figure 6]FIGURE 6 | An example time-series plot of surface water chemistry: iron concentrations. Each sampling location (Figure 2B) is shown in a different colour. Contains SEPA rainfall data © Scottish Environment Protection Agency and database right 2021. All rights reserved. EQS AA = environmental quality standard annual average for good river status (UKTAG, 2013; SEPA, 2014; SEPA, 2019).
The range of δ13C values is typical for surface waters (δ13C −10.5 to −25.6‰). The δ2H and δ18O data are within ranges reported previously for surface waters in the west of Scotland (δ2H −66.9 to −39.3‰; δ18O−9.5 to −6.6‰; Darling et al., 2003; Tyler et al., 2016; Birkel et al., 2018). The δ2H and δ18O data plot slightly above the global meteoric water line (GMWL), but this is likely because waters in the west of Scotland are known to be more enriched, especially in δ2H, as a result of the predominance of moist-Atlantic weather fronts and higher rainfall. There is some evidence of seasonal control on the isotopic signatures, with more enriched δ2H (>−47‰) and δ18O (>−7.5‰) values reported in the summer months (June–September 2019; Fordyce et al., 2021).
For the majority of parameters, the concentrations recorded in 2019–2020 are within or similar to the ranges reported from the River Clyde and urban streams within the Glasgow area in 2002 and 2003 (Fordyce et al., 2004; Smedley et al., 2017). Regulatory authorities class the River Clyde in Glasgow as a highly modified water body with moderate ecological status. Initial comparisons with the good river environmental quality standard (EQS) annual average (AA) and maximum allowable concentrations (MAC; SEPA, 2014; SEPA, 2019; UKTAG, 2013) show that the majority of parameters are within these limits.
During Observatory borehole construction, test pumping and controlled discharges of waste water at SW05 between June 2019 and February 2020, visual comparison of parameter values and temporal trends shows little evidence of impact on River Clyde water chemistry. This initial surface water dataset shows little sign of mine water–surface water interaction, however further work is needed with mine water chemistry temporal monitoring data when those data are available, to further characterise the hydrological/hydrogeological system.
Rock Organic Carbon Characterisation and Dissolved Organic Matter Mobilisation Potential
Fluid-rock interactions are omnipresent processes in the subsurface, operating across micro to basin scales. Research into fluid-rock interactions has a long and diverse history (see Glassley et al., 2016 for overview). However, much of this research has focussed on inorganic inventories (e.g., Orem et al., 2014; Luek and Gonsior, 2017). Considerably less is known about organic matter (OM) pools that are mobilized in response to natural and engineered perturbations in the subsurface (e.g., Vieth et al., 2008; Wilke et al., 2015; Zhu et al., 2015), and whether rock-leached organic matter in pore water or induced waters leave a geochemical fingerprint that can be traced back to the source, preservation, level of thermal maturity, and potential reactivity of the OM in the original source rock. This information may be critical to better ascertain the impact of perturbed rock-water interactions due to either increased microbiological activity or organic-mineral interactions that could generate climate active gases such as methane (CH4) and carbon dioxide (CO2), or mobilise critical elements such as trace metals into the aquifer. These gases and organo-mineral complexes could potentially migrate and interact with the surface environment.
Here we present the first results from an investigation into water leachable organic matter (WLOM) from two mixed organic-rich seam transitions (Glasgow Upper coal-sandstone 1 from borehole GGA04 and Glasgow Main coal-mudstone transition from borehole GGA05) and an interlayered sandstone (sandstone 2 from GGA05) obtained as cuttings from three sequential horizons at site 2 of the Glasgow Observatory (location on Figure 3). The samples represent the main lithological end-members of Carboniferous strata in the subsurface, obtained from the during-drilling sampling opportunity.
Relative proportions of coal versus sandstone and mudstone cuttings in the transitional samples can influence the geochemical data. The coal-mudstone transition sample consists of 75% silty mudstone with siderite nodules and 25% coal, while the Glasgow Upper coal-sandstone 1 sample is 70% coal, 20% mudstone and 10% fine sandstone. The OM types of the organic-rich coal transitional samples (Supplementary Table S2) are thermally immature, evidenced by RockEval (RE). The %TOC of the upper coal-sandstone sample (50–51 mbgl) is 23.7% while the lower coal-mudstone transition sample (87–88 mbgl) is lower at 12.8%.
The coal fragments from the two horizons are strikingly different in their OM composition, as confirmed by petrography. Coal of the Glasgow Upper coal-sandstone 1 sample is from a terrestrial source with 77% vitrinite (humic coal) whereas the deeper coal-mudstone transition is primarily of algal source, confirmed by 80% of liptinite macerals (sapropel-type coal). The upper coal-sandstone 1 has higher Hydrogen Indices (HI, 195 mgHC/gTOC) compared to the much lower HI (93 mgHC/gTOC) in the coal-mudstone transition sample (Supplementary Table S2). The sandstone sample at 84–85 mbgl has elevated TOC (1.2%), very low HI (67 mgHC/gTOC) and a Tmax of 437°C. We attribute the elevated Tmax of the sandstone sample to the low S2 yield and therefore the uncertain definition of Tmax temperature. Despite notable difference in the organic composition in the coals itself the δ13C of all samples studied is rather homogenous, ranging from −22.8 to −23.5‰ (V-PDB). We initially interpret this observation as the result of the variable mixtures of coal with clastic lithologies.
To examine the potential for WLOM to provide diagnostic information on the OM content and composition we conducted a series of leachate experiments where rocks were mixed with deionised (18.2 MΩ cm−1), carbon free-water (1:12.5 wt/vol.) in Teflon tubes and placed in a shaking incubator, at a temperature of 50°C for 48 h. Resulting filtrates were analysed using liquid chromatography, organic carbon detection, organic nitrogen detection and UV absorbance detection (LC-OCD-OND-UVD; Huber et al., 2011; Zhu et al., 2015) to identify different dissolved OM (DOM) fractions (Figure 7) using size exclusion chromatography. Our results demonstrate the large potential of this technique to identify and characterise OC-rich lithologies (in this case study coal) from mixed transitional samples. We show that despite the coal-mudstone transition sample having a lower %TOC (Supplementary Table S2), it generated over three times more dissolved organic carbon (DOC; 152 ± 0.31 mg−1g rock) compared to the upper coal-sandstone 1 sample (44 ± 0.44 mg−1g rock; Figure 7). Kerogen microscopy identified a stark contrast between both coal transitions, with a distinct liptinitic signature for the coal-mudstone sample.
[image: Figure 7]FIGURE 7 | LC-OCD-OND-UVD water leachable organic matter compound groups identified from Site 2 of the Glasgow Observatory in different lithologies. DOM, dissolved organic matter; DOC, dissolved organic carbon; X1–X9 refer to identified DOM compound groups with increasing relative molecular weight. © Heriot-Watt University 2022.
The higher DOC in the coal-mudstone sample is primarily sourced from the SEC fraction X4 (low molecular weight acids; Zhu et al., 2015) likely reflecting higher release from sapropelic sources. Our LC-OCD-OND-UVD system distinguishes various low molecular weight group fractions (X5–X9) which have not been previously reported. These fractions are particularly enriched in the sandstone sample, where X7–X9 components contribute over 30% of the total DOC pool (Figure 7). Furthermore, the coal-mudstone transition sample has higher relative abundance of lower molecular weight neutrals (X4–X9) compared to upper coal-sandstone 1, which has higher X3 abundance. These initial results suggest distinct contrasts in leachable DOC from the different coal types, balanced against the clastic (mudstone or sandstone) background. The sandstone background has the lowest DOC potential (25 mg-1g rock) yet it displays a similar DOC composition to the coal-mudstone sample, suggesting a common OM source. Further work is planned to consolidate these first results, calibrate the experimental lab-based DOM end member profiles with flowback and groundwater samples collected during site construction and assess the potential of WLOM to contribute to diagnostic characterisation of subsurface rocks.
It is unknown whether and how WLOM may be accessed by microbial communities indigenous to the subsurface or introduced through fluid injection. As discussed below, microbial activity in the perturbed subsurface could lead to the generation of climate active gases as well as damage to infrastructure and operational issues such as hydrogen sulphide generation, corrosion, clogging and biofouling. The pioneering nature of integrating organic, inorganic, and microbial factors to assess the environmental impact of utilising subsurface resources for sustainable heat is required for comprehensive understanding of impacts from new low carbon development strategies. Therefore further work is necessary to assess the potential of WLOM from various lithologies to support microbial activity and establish how biodegradation affects WLOM profiles, and identify generic properties that offer diagnostic capability for improved operation of subsurface systems.
Bulk Gases and Stable Isotope Differentiation of Gas Sources
Hazardous ground gases, such as CH4 and CO2, can be found naturally in superficial deposits and coal bearing strata (Hall et al., 2005; CL:AIRE, 2021). Determining the presence, magnitude, and origin of mine gases, and how their geochemical fingerprints change through the shallow subsurface, is vital to developing an understanding of how to manage the risk posed by different ground gases in the sustainable development of geoenergy technologies (Simioni et al., 2021). Such potential risks of mine gas migration to local communities is exemplified by the events in the Scottish town of Gorebridge in 2013–2014, where mine gas ingress into residential houses resulted in a public health incident, and the subsequent demolition of a public housing estate comprising of 64 homes (Ramsay et al., 2017). Access to the Glasgow Observatory during the construction phase provided a unique opportunity to investigate the variability of the gas fingerprints with depth within the coal mine workings and unmined Carboniferous coal measures. Rock core samples were collected from the 199 m deep seismic monitoring borehole (GGC01) and drill cutting samples were obtained from both GGA05 and GGA08 (Figure 2). Samples were collected in gas tight isojars during the drilling programme after the methods outlined in Hendry et al. (2016, 2017), which were filled with distilled water leaving a small headspace and then stored for 2 months to allow degassing to occur. Geochemical gas analyses consisted of bulk concentration analysis using gas chromatography; followed by δ13CCH4, δ13CCO2, and δD stable isotopes, in order to determine potential gas origins.
The initial data obtained identifies the presence of both CH4 and CO2 in the gases exsolved from samples from all three boreholes (GGC01, GGA05, and GGA08). No correlation between gas concentration and depth was observed, with both CH4 and CO2 gas concentration values being highly variable and closely linked to stratigraphic horizon. For the unmined borehole (GGC01), both CH4 and CO2 gas were only detected at depths below 77 m. Samples with increased concentrations of CH4 gas appear to correlate to areas immediately surrounding unmined coal seams, with concentrations ranging from 6 to 88 mg/L (mean = 17 mg/L, Std. dev = 23 mg/L). Samples with the highest CO2 concentrations occur in samples where CH4 concentrations are lowest or absent, and range from 2 to 118 mg/L (mean = 33 mg/L, Std. dev = 37 mg/L). For mined boreholes GGA05 and GGA08, considerably fewer instances of CH4 gas were found to be present throughout the succession (9 out of 54 samples compared to 12 out of 15 samples from GGC01), with the majority of samples having levels below detection limits, which complements groundwater concentration data (Palumbo-Roe et al., 2021). In GGA08, CH4 was identified at four stratigraphic depths; all of which correspond to areas of coal seams or mine workings. In GGA05, CH4 was solely detected at 57–67 m depth in a cluster of samples, corresponding to the succession directly above the Glasgow Ell mine workings. CH4 concentrations for GGA05 and GGA08 boreholes ranged from 6 to 324 mg/L (mean = 53 mg/L, Std. dev = 102 mg/L), with the highest CH4 concentration occurring within a sample from the unmined Glasgow Ell Index coal seam in GGA05. These values are higher than in-situ groundwater CH4 concentrations recorded e.g., Glasgow Main (174–185 μg/L) and Glasgow Upper (117–145 μg/L) (Palumbo-Roe et al., 2021). CO2 gas is present throughout the succession of both GGA05 and GGA08, with concentrations ranging from 4 to 130 mg/L (mean = 31 mg/L, Std. dev = 30 mg/L), and correspond well with measured groundwater concentrations of 105–256 mg/L (Palumbo-Roe et al., 2021).
Samples from the unmined borehole GGC01 exhibit a narrow δ13CCH4 range of −73.4‰ to −64‰, with associated δDCH4 values between −277‰ and −240‰. This signature indicates a biogenic source of CH4, with carbonate reduction being the predominant generation pathway. The shallow mined boreholes GGA05 and GGA08 have a δ13CCH4 signature of −74.1‰ to −14.3‰ and δDCH4 of −259‰–17.3‰, with the majority of samples aligning with the biogenic signature exhibited by borehole GGC01. Samples enriched in 13C and 2H are found between depths of 63–79 m and may highlight CH4 oxidation in proximity to the Glasgow Ell coal mine workings (Figure 8). Initial data from this study indicate that associated CO2 gas has an enriched 13C signature relative to the CH4 present. δ13CCO2 values for GGC01 range between −12.7‰ and −6.1‰, with samples from GGA05 and GGA08 boreholes having a more depleted δ13CCO2 signature of −29‰ to −10‰. CO2 gas signatures become progressively depleted in 13C at shallower depths (above 90 m) as observed in boreholes GGA05 and GGA08 (Figure 8). The values recorded from the superficial deposits are the most depleted in 13C, and the unmined bedrock samples from GGC01 are the most enriched in 13C. This trend can be attributed to the increasing influence of shallow groundwaters that contain a mix of dissolved marine carbonate minerals (∼0‰) and soil gas CO2 (−26‰) as depth decreases.
[image: Figure 8]FIGURE 8 | Isotopic depth plots of CH4 and CO2 δ13C values from GGC01, GGA05, and GGA08 boreholes; with the corresponding borehole stratigraphy. © Edinburgh University 2022.
In comparison to δ13CCO2, δ13CCH4 values exhibit no consistent variation with depth, with a notable zone of enriched δ13CCH4 occurring between 63 and 79 m (Figure 8). On-going work is aimed at fully resolving the gas generation pathways and enabling greater understanding of the mixing of gas sources within the Glasgow Observatory site, along with integration with microbiological analysis to identify the bacteria and conditions responsible for gas generation.
Oxygen, Hydrogen and Sulphur Isotopes
A variety of water samples (including borehole/return waters during drilling, from test pumping and surface waters), and subsamples of rock specimens from coring and drill cuttings were collected for the isotopic analyses of water molecules (δ2H and δ18O), sulphides (δ34S) and dissolved sulphate (δ34S) to determine the origins and behaviour of the waters, the source of sulphur (S) and to assess variability in isotopic composition across the Glasgow Observatory (Table 1, SUERC analyses). Details of the stable isotope analytical methods applied are given in Burnside et al. (2016a).
In line with previous studies across Europe and the data from pumping tests (Burnside et al., 2016a; Burnside et al., 2016b; Janson et al., 2016; Loredo et al., 2017), the δ18OH2O and δ2HH2O results during drilling and pump testing infer that mine water is dominated by recent meteoric recharge (Figure 9). The average value of surface waters measured during the drilling phase (δ18O of −7.7‰, and δ2H of −49‰) is directly coincident with the average of waters from the pump tests, δ18O of −7.6‰, and δ2H of −49‰. Pump test samples also fall within the local seasonal meteoric range (average δ18O of −7.6 ± 0.5‰, and δ2H of −49 ± 1‰; n = 15) and demonstrate no pump-related system perturbance with respect to δ18OH2O and δ2HH2O isotopes (Figure 9).
[image: Figure 9]FIGURE 9 | Average δ18OH2O and δ2HH2O results from during borehole drilling and pump tests across seven boreholes, surface waters and Glasgow rain waters as measured at SUERC. These latter data consist of 38 consecutive monthly samples collected from the roof of the Rankine Building, University of Glasgow [NS 57111 66792]). ©SUERC/University of Glasgow and Strathclyde University 2022.
Reconnaissance analyses of sulphides and sulphates have been measured for the first-drilled, cored GGC01 observation borehole (which encountered intact, non-worked coal seams). It was previously assumed that δ34SSO4 in mine waters reflects oxidation of parent sulphide minerals in coals (Banks et al., 2020), although recent work suggests more complex origins are likely, as revealed by highly variable and elevated δ34SSO4 values within mine water bodies (Burnside et al., 2016a; Burnside et al., 2016b; Janson et al., 2016). Establishing the cause(s) of δ34SSO4 variability within flooded mines would provide new insight into the hydrogeological behaviour of such systems (not revealed by more standard measures, such as δ18OH2O, δ2HH2O and hydrochemistry), possibly enabling better assessment of hydraulic connectivity and resource volume accessibility prior to and during pumped extraction. Sulphate in water samples of the non-mined borehole GGC01, taken from either the borehole prior to daily drilling activity or the return fluid settlement tank, returned δ34S values between −2.3 and 3.5‰ (n = 8; [image: image] = 0.3‰), within the δ34S range (−26.3 to 18.4‰; [image: image] = +2.7 ± 9.5‰) measured for East Ayrshire pyrite of similar age (Bullock et al., 2018). These pilot data suggests that δ34SSO4 from groundwater associated with non-mined coal seams results from oxidation of sulphide minerals. This may be biologically or abiologically mediated, and typically occurs with limited isotopic fractionation between parent sulphide and product sulphate (Banks et al., 2020). In contrast, a single value from water taken from a pump test on GGA05 at the level of the Glasgow Main seam was measured at +20.1‰: a value which coincides with the increasingly common, isotopically heavy end-member found in abandoned coal mine waters in the Carboniferous coalfields of the UK, and further afield (Burnside et al., 2016a; Banks et al., 2020).
Further S isotopic analyses will be required to establish sulphide baseline values for each of the worked seams; and to characterise the δ34SSO4 of pump-test waters to explore any lateral and/or depth variation in values, to provide a more comprehensive understanding of time zero in this mine water system. This will allow an assessment of compartmentalisation and its potential utility in assessing evolutionary trends during geoenergy extraction. Added value will arise from combining the S isotope data with the gas analyses and microbial analyses to assess the microbial impacts on the system.
Geomicrobiology
Microbes inhabit subsurface environments of temperatures below ∼120°C, and microbial metabolisms mediate the biogeochemical cycling of nearly all nutrients and trace metals either directly (e.g., via redox transformations) or indirectly (e.g., via influencing their adsorption/desorption on minerals or organic matter) (Banfield and Nealson, 1997; Chapelle, 2000; Ehrlich et al., 2002). The Glasgow mine water geothermal system comprises coal seams and mudstone horizons of the Coal Measures. Both coal and mudstone contain pyrite; microbial oxidation of pyrite generates acidity and ochre, and solubilises metals. Microbial respiration and fermentation of organic compounds leached from geological substrates forms CO2 and CH4 gases (Chapelle, 2000). Not only do these microbial products pose environmental hazards, they also may adversely impact on the operation of a mine water geothermal system.
A review of published literature found that changing groundwater flow conditions and temperatures may stimulate biofilm formation, which can clog pores and pipework, although most of our knowledge on biofilm formation comes from laboratory experiments, or studies of engineered environments such as drinking water systems (Clitherow, 2021). Studies of five natural surface waters all found that biofilm formation increased at low flow velocities (0.01–30 cm s−1); this trend was also observed in four studies of geothermal heat exchangers where biofilm formation was favoured in stagnant conditions created during plant downtime (Clitherow, 2021). Growth of microorganisms in thermal water systems has caused issues with reinjection to ground or corrosion of pumping equipment (Lerm et al., 2013; Wördemann et al., 2014; Osvald et al., 2017). Thermophilic bacteria have been found to contribute to bioclogging of above ground infrastructure at geothermal plants (Kim and Lee, 2019). Increased temperatures above 15 °C caused increased growth of heterotrophic bacteria biofilms in a geothermal heat pump (Smith and Liu, 2018). Studies of natural surface environments and geothermal energy systems all found increased carbon availability promotes biofilm formation, microbiological activity and diversity (Clitherow, 2021). There is a gap in our knowledge regarding how biofilms form in the subsurface; do these trends observed in the surficial and engineered systems apply to subsurface environments? Are they likely to have a significant effect on the operation of mine water geothermal systems? It is imperative that we understand the microbial community abundance, composition, and activity and how these factors might change as a result of fluctuating groundwater flow, temperature and geochemistry that are likely to occur during mine water system operation.
To investigate the microbial communities in baseline mine water groundwaters, 1 L samples were filtered at 0.22 and 0.1 µm and DNA was extracted (PowerWater kit, Qiagen). DNA yield was not detectable (Qbit assay). Following a polymerase chain reaction to amplify the marker gene for bacteria and archaea (16S rRNA amplicon), faint bands were visible using gel electrophoresis, indicating that these microorganisms were present in very small quantities in groundwater samples collected during drilling and pump testing. Indeed, after storage of the during drilling samples at 4°C for approximately 3 months, ochre flocs formed and Gram staining showed that microorganisms were present, suggesting that microbial growth occurred during storage conditions. Subsequent work will involve filtering larger volumes of fluid to yield greater quantities of DNA suitable for sequencing, as well as implementation of specialised DNA recovery protocols developed for low biomass-type samples. The results will be integrated with isotope geochemistry to identify microorganisms potentially responsible for producing CH4 measured at the site. Multivariate statistical analyses will be performed to test for correlation amongst phylogenetic and geochemical datasets; e.g., clustering of certain microbial DNA sequences may indicate greater abundance associated with certain geochemical conditions, organic matter source availability, groundwater flow rates or other environmental spatiotemporal variables.
WIDER ENVIRONMENTAL BASELINE (PRE-, DURING, AND POST-DRILL)
Former coalfield areas can suffer from a range of mining legacy environmental impacts (subsidence, rising mine water and discharges, mine gas movement) and other types of geothermal technology interventions have been related to felt seismicity (e.g., Deichmann and Giardini, 2009). Monitoring infrastructure and surveys at the Glasgow Observatory has allowed the collection of relevant data required to assess these potential impacts.
Ground Gas
Ground (soil) gas measurement is an important tool for monitoring landfill and geoenergy activities, since sensitive measurements of key gases can be made directly, and visibly, within the biosphere in which we live. However, it has not previously been applied to shallow geothermal/mine water heat (Smith et al., 2021). Desorption of gas from coal and thus mine gas production and migration are significantly lowered within flooded mine systems (Appleton et al., 1995; Appleton, 2011; The Coal Authority et al., 2019), such as the flooded mine system at the Glasgow Observatory. Nevertheless, as part of a broad environmental monitoring effort, three ground gas baseline surveys were undertaken at the Glasgow Observatory to establish whether gases originating in the mine workings or from the complex overlying made ground, that might be cause for concern, could be measured in the near surface environment. Field measurements of CO2 and CH4 flux at the soil-atmosphere interface, and ground gas concentrations of CO2, CH4, H2, H2S, O2 and a proxy for N2 were taken across 20 m-spaced sampling grids, using established portable soil gas and gas flux methods i.e., hollow steel probes positioned to access gas at <70 cm bgl with end of pipe gas meters/sampling, and portable accumulation chamber flux [see Beaubien et al. (2013) for more details]. A small number of ground gas samples were also collected at <1 m below ground level for 13C/12C ratio determination in CO2 (Barkwith et al., 2020). Given the known complexity of the subsurface in this area, it is unlikely that the 20 m grid approach would detect all gas migration pathways connecting to the surface, especially if surface manifestation is highly discrete. Legacy boreholes are present but were not specifically targeted. However, survey grids were designed to encompass a mapped bedrock fault and there are no known shafts or adits to take account of. Tying survey data into wider temporal and spatial data is beyond the current scope, but is planned for further work.
Based on typical mine gas compositions of percentage-level concentrations of CH4 and CO2 with deficient O2 (Appleton et al., 1995), no evidence was found to suggest ground gas was unduly impacted by gas migrating from the workings. In detail, ground gas CH4 concentrations were comparable to atmospheric gas (<3 ppm by volume) and CH4 flux was typically below detection limits. CO2 flux (Figure 10A) was consistent with uncontaminated rural (Ward et al., 2019) and other UK sites surveyed by BGS, however isolated points with moderate ground gas CO2 concentrations (10–20% by volume) were inconsistent across surveys. Stoichiometric CO2:O2 relationships (Figures 10C–E) indicated a mixed natural origin of photosynthetic production, and microbial oxidation of CH4 to CO2 (Romanak et al., 2012); this is also supported by the limited number of available stable carbon isotope ratios, i.e., typically between –23.59 and –26.31 δ13CV- PDB, but with an isolated, unexplained enriched δ13C value of −16.76 at sample GG01-038 in May 2019 (data in Barkwith et al., 2020; interpretation based on Flude et al., 2017; Figure 10B). Isolated moderate values of H2 and H2S (<65 ppm and <38 ppm, respectively) were well below any potential explosion risk and since concentrations and compositions of CO2, CH4 and O2 in ground gas did not suggest a strong influence from mine gas, it is unlikely that H2 and H2S originated from mine gas either.
[image: Figure 10]FIGURE 10 | (A) Box and whisker plots of CO2 flux for three ground gas surveys at the Glasgow Observatory, all sites; (B) Spatial distribution of stable carbon isotopes in ground gas CO2 collected at <1 m below ground level; (C–E) Binary plots of ground gas O2 concentration as a function of CO2 for August 2018, May 2019 and October 2019 surveys respectively with process attribution after Romanak et al., 2012. Adapted from Smith et al. (2021 Figures 7, 11, 14) ©Crown Copyright (2021), with permission from Elsevier.
As a first attempt to apply established ground gas techniques to shallow geothermal/mine water heat in a complex post-industrial setting, valuable pre-operational data and a spatial context for future continuous (temporal) ground gas monitoring has been produced. The longer-term intention is to tie survey data into existing continuous soil gas monitoring and planned atmospheric monitoring to better account for diurnal and seasonal variability, and to interpret findings in the context of complimentary characterisation of the deeper subsurface (permeability, gas/fluid flow pathways) and monitoring of the surface environment, which would progress our ability to monitor for gases in a complex urban setting. The data reported in this paper provide a baseline against which future perturbations can be assessed. There is a clear need for geoenergy environmental monitoring techniques that take us beyond locating and quantifying, to enabling ground gas origins to be reliably attributed. This may be by studying isotopic characteristics from the near surface through a range of depths as detailed in borehole samples above, or the deployment of rapid multi-parameter screening at the surface.
Soil Chemistry
Soil geochemistry plays an essential role in environmental protection. Soil is sensitive to, and is a potential reservoir of, environmental pollution, particularly in urban areas and in relation to industrial activity (e.g., Fordyce et al., 2005; Broadway et al., 2010; Johnson et al., 2011; Alloway, 2013; Kim et al., 2019). The Glasgow Observatory soil chemistry dataset provides a necessary understanding of the soil quality and ground conditions to help satisfy regulatory requirements for the infrastructure installation, and to provide public reassurance. The premise is that development of a mine water geothermal facility should not instigate any material change in surface conditions. However, because a history of diverse human and industrial activities, including coal mining, has affected the subsurface at the Observatory sites, and due to the potential for changes in subsurface fluid flow to alter near-surface flow and soil saturation regimes and hence, soil chemistry, the soil geochemistry survey was essential to permit post-development monitoring of the near-surface environment and interactions with the subsurface. It is also intended to serve as an exemplar for similar schemes.
Topsoil sampling (0–20 cm depth) was carried out in February-March 2018 at the seven initially proposed Observatory borehole sites (boreholes were actually installed at five of these sites), and at two control sites with semi-natural soil in Glasgow Green and Tollcross Park (90 samples in total: Figure 2). The sampling and analytical methods followed those used in previous BGS soil surveys of Glasgow (Fordyce et al., 2012; Fordyce et al., 2017; Fordyce et al., 2019), and a related study of organic pollutants (Kim et al., 2019), to permit direct comparisons with existing BGS soil chemistry datasets. The methodology is summarised in Table 1 and results in Supplementary Table S3; after Fordyce F. M. et al. (2020).
The results show that topsoil from the Observatory sites generally contains higher inorganic and organic pollutant concentrations, is more alkaline, and contains greater concentrations of calcium, iron and magnesium (which commonly relate to building waste) than semi-natural topsoil collected from the two control sites in Glasgow Green and Tollcross Park. The maximum concentrations of the pollutants cadmium, TPH, the naphthalene and dibenzofuran PAH compounds, ∑7PCB [the sum of seven selected PCB congeners; see Kim et al. (2019)] and ∑tri-hepta PCB compounds reported at the Observatory sites exceed those in the city-wide BGS Glasgow topsoil datasets. These findings are deemed a consequence of historic land use at the Glasgow Observatory sites, all of which are situated on areas of extensive made ground that contains building rubble, domestic rubbish and/or colliery waste. Soil quality at the sites has demonstrably been polluted by the presence of these materials in the soil.
However, comparisons with current generic soil guideline values for assessing land contamination (see Supplementary Table S3; VROM, 2009; DEFRA, 2014; Nathanail et al., 2015) indicate that in general, land at the Observatory sites would not be classed as contaminated, with reference to guidelines for recreational open space. Although two soil samples collected outside the publicly accessible area at site 5 exceed the guideline value for lead (1300 mg/kg), further investigation is needed to determine if there is a source-pathway-receptor linkage. Hexavalent chromium [Cr(VI)] was measured because a history of disposal of chromite ore processing residue (COPR) elsewhere in the east of Glasgow has resulted in contamination of soil and surface/ground water with Cr(VI) (e.g., Broadway et al., 2010; Palumbo-Roe et al., 2017). There is no evidence of COPR waste in the topsoil samples collected from the Observatory sites; Cr(VI) concentrations in the soil were generally <10 mg/kg. Although 28 mg/kg was measured for one sample at site 6b, this is attributed to paint fragments present in the sample and this site was not developed for the Observatory.
Ground Motion
Before undertaking operations in the subsurface it is important to establish baseline for natural and anthropogenic ground motions (Novellino et al., 2021). This baseline acts as a benchmark for operational phases to provide reassurance that subsurface activities are not negatively impacting the stability of the surface (Jordan et al., 2019). In and around the Glasgow Observatory, the ground motion analysis is based on the interpretation of Interferometric Synthetic Aperture Radar (InSAR) satellite data acquired from the ERS satellite for 1995–2001, from ENVISAT satellite for 2002–2010 and from Sentinel-1 satellite for 2015–2017. To ensure the optimum resolution and density of InSAR measurement points, two InSAR processing algorithms were applied to the input satellite radar imagery:
(1) Intermittent Small Baseline and Subset (ISBAS), a patent pending algorithm developed by ©Geomatic Ventures Limited and whose IP belongs to the University of Nottingham—United Kingdom (Sowter et al., 2013; Bateson et al., 2015).
(2) SqueeSAR™, the proprietary multi-interferogram technique patented by TRE ALTAMIRA (Ferretti et al., 2011).
For a comparison of these methods, as applied to Glasgow, see Sadeghi et al. (2021).
The InSAR baseline analysis has revealed notable small areas of ground motion over the wider Glasgow area. These appear to relate to both natural (volume change of peat deposits, compressible ground) and anthropogenic (settling of made ground and landfill) factors (Figure 11A). No evidence was found for ground motions relating to the coal mining history of this area (Bateson and Novellino, 2019). For example, we do not see the regional patterns of uplift and subsidence that has been observed in InSAR results for other UK former coal mining areas on cessation of pumping and with mine water rebound (e.g., Gee et al., 2017; Gee et al., 2020). This is likely to be due to the age of mining, which stopped in the late 19th and early 20th century in urban parts of Glasgow, therefore such motions will have occurred prior to the availability of the SAR data. At the local scale, the Observatory sites show overall stability, small areas west of Cuningar Loop show minor amounts of subsidence, with rates of ∼5 mm/yr for 2015–2017 (Bateson and Novellino, 2019; Figure 11B). This motion is interpreted to relate to settling of relatively thick superficial and anthropogenic deposits, which were built upon for the development associated with the 2014 Commonwealth Games.
[image: Figure 11]FIGURE 11 | TRE ALTAMIRA SqueeSAR™ Sentinel 1 average vertical motions for (2015–2017) over Glasgow area (A) and Cuningar Loop portion of the Glasgow Observatory (B). Median of the backscattered signal (σ0) for the ascending Sentinel-1 acquisitions in July 2021 highlighting the impact of the active and passive reflectors installed (C). Time series for the backscattering coefficient (σ0) over the passive and active reflectors along the ascending Sentinel-1 acquisitions (D). Contains processed Copernicus Sentinel-1 data [2015–2017, 2021].
This characterisation of the ground motion in the Glasgow area for the last 3 decades forms the baseline to monitor any potential effects of the planned geothermal research activities. Further InSAR investigations with the Sentinel-1 constellation are planned to be conducted once the abstraction and re-injection of mine water starts. Active and passive radar corner reflectors were installed in the Cuningar Loop in June 2021 at Site 1 and Site 5. These will facilitate the calibration of the SAR imagery and increase the radar backscattered signal which will guarantee more accurate and precise InSAR measurements directly above subsurface operations (Figures 11C,D).
Seismic Monitoring
Seismic monitoring is in place to detect and locate any felt seismicity near to the Glasgow Observatory. Although planned activities are not expected to cause seismicity, it was considered desirable to have monitoring in place, if only to reassure the public that coincidental vibrations are not earthquakes induced by the research activities. Seismic monitoring in cities is well known to be problematic, due to the level of environmental noise being typically extremely high. Using boreholes greatly increases the signal-to-noise ratio in such cases, but such boreholes are expensive and require surface infrastructure. The solution utilised here was to install 5 seismometers in a single 200 m borehole approximately 2 km from the Observatory site at Cuningar Loop. Data from this array is openly available to view and download via ukgeos.ac.uk. It was incorporated into the work of Lecocq et al., 2020 that characterised global quietening of seismic noise during the first Covid pandemic lockdown (March-May 2020).
Functioning as a single station, the Observatory array, in combination with other stations of the UK National Seismic Network, ensures that any earthquake near the site will be detected down to a magnitude slightly less than 2. However, smaller earthquakes than this can be felt (Thouvenot and Thouvenot and Bouchon, 2008), and a novel detection algorithm has been developed and implemented to utilise the five sensors in the vertical array (Luckett, 2021). This works using the principle that seismic waves from an earthquake will arrive at the bottom seismometer first. A magnitude 0.5 ML earthquake occurred only 30 km from the Observatory soon after installation, allowing the new algorithm to be tested. Figure 12 shows the arrivals at the five seismometers with the bottom seismometer at the top. Once detected, the signal from a small earthquake can be looked for on the nearest seismometers of the National Network and a location determination carried out. If there is nothing on any other seismometer then a single station location can be completed using only the borehole data (e.g., Frohlich and Pulliam, 1999).
[image: Figure 12]FIGURE 12 | Acceleration time series on the vertical components of the 5 seismometers in borehole GGC01 of the Glasgow Observatory for the Barnacarry earthquake on 12th October 2019. Filtered between 1.25 and 45 Hz. The bottom seismometer is at the top of the plot.
SYNTHESIS AND DISCUSSION
Conceptual Hydrogeological Model
The multidisciplinary approach adopted to data collection and analysis from drilling, testing and sampling have contributed to the development of a conceptual hydrogeological model of the top 90 m of the subsurface at the Glasgow Observatory site. This understanding is critical for geothermal activities that involve abstraction and re-injection of groundwater. The groundwater system at Cuningar Loop, Glasgow has been highly modified, with the lithologically-variable bedrock being affected by faulting and glaciation before modifications in the last few centuries due to mining and urbanisation (see hydrogeology section above). The site is also located next to the River Clyde, one of Scotland’s largest rivers (see surface water section above).
Groundwater flow in this shallow system is dominated by the abandoned, flooded mine workings (Figure 13). Both the aquifer testing and the water chemistry analysis indicate that in its relatively undisturbed state, flow is predominately laterally through individual mine workings; likely in a combination of flow through voids and waste in the workings, and fractures in the surrounding rock. There may be some interaction with intergranular storage in adjacent sandstones. Individual mine water boreholes can yield high flows of >20 L/s with temperatures in the mine workings of 11.5–12.5°C. There is evidence that individual mine workings are connected–possibly through mine shafts, stone roadways or faults, and that pumping in one mine working effects some changes in another. The sandstone immediately above the Glasgow Upper mine workings is strongly connected to the mine workings with both the aquifer properties and strength of connectivity interpreted to be modified by fractures induced by mining activity (Figure 13). The 5-h pumping tests conducted thus far do not provide evidence for groundwater in the shallow superficial deposits, above the Paisley Clay Member, being directly connected to the bedrock aquifers, though this may be a consequence of the pumping rate and test duration. However, the upward flow of groundwater as inferred by the gradient in piezometric heads, and the high levels of mineralisation in groundwater of the superficial deposits are consistent with discharge to the superficial deposits, possibly indirectly through vertical mine shafts and associated drainage conduits. Highly mineralised groundwater can also occur in Glasgow due to the presence of made ground including mine waste infill (Ó Dochartaigh et al., 2019), so further research is required to confidently attribute the observed elevated levels of groundwater mineralisation in shallow superficial deposits to mine water discharge.
[image: Figure 13]FIGURE 13 | Summary conceptual hydrogeological model of mined Coal Measures in the vicinity of the Glasgow Observatory with representative features shown. Blue arrows indicate groundwater flow. Mine workings are water filled, grey within mine workings is mining waste, black is intact coal. In purple annotation, examples of techniques and processes identified during time-zero characterisation that may be impacted by heat and flow cycling due to geothermal operations.
The stable isotopes and residence time indicators suggest that the mean residence time of the groundwater in the system is 50–70 years (Palumbo-Roe et al., 2021), and that locally the system is not strongly connected with the atmosphere. Groundwater recharge is likely to be occurring within a few kilometres of the site, with groundwater storage in the bedrock and mine workings, and the high transmissivity of voids, backfilled waste and partially collapsed mine workings providing rapid transport. The residence time indicators suggest that the youngest groundwater may be found in the deeper mine workings, which would be consistent with this being a discharge area and general upward flow.
The deeper Glasgow Main mine working has higher transmissivity than the shallower Glasgow Upper mine working. This likely reflects a larger proportion of open void space remaining in the lower workings, possibly relating to the type and age of mining, lesser amount of stowage used and the strong sandstone roof of the mine working. Analysis of pumping tests and groundwater chemistry results from different boreholes within the individual mine workings gave similar results, despite being several hundred metres apart and (for the Glasgow Upper) encountering three different materials: coal pillar, mine waste and a void. This illustrates how the effects of localised heterogeneity in the hydraulic properties of the mine workings are averaged out as the cone of depression extends and integrates the variable properties of the mines. The local hydraulic conductivity significantly impacts drawdown in individual boreholes in the Glasgow Upper mine working.
The initial conceptual model (Figure 13) indicates that this site is typical of many shallow mine workings in Scotland. Flow in the mine workings is considerable, recharge relatively local and groundwater chemistry moderately mineralised with elevated iron, manganese and alkalinity. Groundwater temperature is slightly elevated above Scottish averages (MacDonald et al., 2017), attributed to the local geothermal gradient which has been impacted by the mining and also the industry and urbanisation (Watson and Westaway, 2020). Flow rates from initial test pumping and borehole spacings are representative of those of a small scale mine water heat scheme [when compared to larger schemes at Heerlen, Netherlands (Verhoeven et al., 2014) or Gateshead, United Kingdom (Steven, 2021)]. As such, the site can be regarded as representative to undertake further geoenergy-related research which aims to examine typical shallow coal mined environments in Carboniferous strata of the United Kingdom.
Initial Integration
The motivation for the site operator (BGS) to establish a baseline of ongoing environmental change prior to geothermal research commencing included environmental protection, public concerns and characterisation for future research users (Monaghan et al., 2018). Soil chemistry data highlights the variable quality of the made (artificial) ground; ground gas surveys indicate dominance of photosynthetic and microbial oxidation processes measured in the top few metres (as opposed to bedrock gas signatures that were measured as peaking around coals and mine workings) and surface water chemistry is dominated by seasonal and rainfall variations. How the relatively recent groundwater dominated by flow in the mine workings interacts with shallower groundwater and surface water, superficial deposits and soils remains to be further assessed once temporal groundwater data is available.
Multidisciplinary, explorative studies from the “during drilling” sampling programme have brought together a geochemical and microbiological toolbox that sheds light on coupled reactions in this complex subsurface system. For example, CH4 and CO2 isotopic data on exsolved bedrock gases is indicative of both oxidation processes and biogenic processes in the subsurface, as well as signatures that are characteristic of particular horizons (Figures 8, 13). Sulphur isotopic data contrasts between unmined and mined boreholes and accords with signatures observed in other mined systems. However, the causal processes and their linkage, such as biogenic and chemical redox reactions and groundwater sources remains to be fully investigated. In addition, during drilling samples have recorded the mobilisation of organic carbon, which may further impact on microbial growth and may affect subsurface C, Fe and S biogeochemical cycling (Figure 13).
Moving on From the Time-Zero Baseline to Applications for Shallow Geothermal Energy
The integration of geochemical, hydrogeological and microbiological characterisation and monitoring techniques at-scale in a real, complex urban system and during drilling and testing of boreholes for geothermal energy, has provided insights into process understanding of coupled rock-water-gas systems. Moving forward to development of other geothermal sites or geothermal operations, the time zero data and techniques could contribute in three main areas towards reducing costs and risks for the exploration, development and operations of mine water heat schemes.
Planning and Construction Risks: Accessing the Heat Resource and Resource Sustainability
Borehole drilling costs and risk on the accessible size, interconnectivity and sustainability of the water and heat resource are challenges for mine water heat projects (NELEP, 2021; Townsend et al., 2021; Walls et al., 2021). At a technical level, identifying and correlating mine workings and understanding how the mine water reservoir is connected can be complex to unravel; yet critical to the size and sustainability of the resource. Hydrogeological pumping tests with monitoring of observation boreholes are essential. In addition, we have highlighted a suite of geochemical techniques that have potential as a toolbox of “fingerprinting” techniques during drilling and exploration. These could inform the resource connectivity at relatively low cost and act as “tracers” both constraining the heat resource and beginning the characterisation of natural and induced groundwater flow. Three examples of novel monitoring approaches include:
1) Depth-dependent isotopic gas fingerprints in a mined succession (Figure 8) and different, distinctive ground gas isotopic compositions. For example, whether specific coal seams and/or mine workings have distinctive gas signatures that can be elucidated within the complexity of sources, pathways and receptors in a flooded, faulted and mined subsurface. Once pumping, heat abstraction and re-injection commence these distinctive signatures may be used to evaluate any induced changes in the subsurface.
2) Isotopic O, H and C signatures provide information on the meteoric water recharge into the groundwater. However, δ34SSO4 behaves differently and provides new insight into the hydrogeological behaviour, redox state, ultimately enabling better assessment of hydraulic connectivity (Figure 13) and resource volume accessibility prior to pumped extraction.
3) DOM profiles of water leachates have potential applications for during-drilling diagnostic characterisation of circulating drilling waters for correlation and characterisation of key horizon and reservoir intervals (Figure 7).
Geomicrobiological characterisation may also prove valuable for “fingerprinting” mine workings and surrounding aquifers, once methodological challenges for low biomass samples have been overcome.
Minimising Operational Costs and Risks: Understanding Biogeochemical Systems and Induced Changes
Economic margins for mine water heat schemes can be challenging and there is not an evolved supply chain for maintenance (Optimat, 2019; NELEP, 2021; Walls et al., 2021), so minimising operational costs and risks are of particular importance. Scaling and clogging of mine water systems and corrosion of geothermal infrastructure are well documented (Banks, 2009; Walls et al., 2021). There are a set of research challenges to better understand, mitigate and treat the impacts of hydrogeological, thermal perturbations, and induced chemical and microbiological changes in a mined subsurface on operational infrastructure. The time zero datasets presented in this paper give the baseline from which to monitor induced changes such as coupling of C, Fe and S reactions, evolving redox states and microbial mediation of biogeochemical reactions. For example, do changes in heat and flow associated with geothermal operations enhance organic leachates, geomicrobial activity and biofilms and/or gas production (Figure 13), and does that in turn cause oxidation of pyrite? It may be possible to develop biogeochemical and environmental quality indicator parameters to warn if adverse processes take hold, and to design mitigation measures.
Environmental Impact: Monitoring, Prediction, Mitigation
The vulnerability of the surface and shallow subsurface water chemistry regime to flow and heat perturbations associated with mine geothermal energy use is not currently well understood. For example, changes in flow paths, chemical changes and pollutant migration may impact water quality. In highly populated urban areas, social approval is a key challenge and, together with regulation, can be underpinned by robust environmental and geoscientific data.
The current work describes an exceptionally characterised real-world mined, urban system, poised to measure induced changes from geothermal activities. The high spatial and temporal resolution baseline datasets presented begin to reveal the complexity of the groundwater and surface water chemistry, the subsurface oxidation-reduction and biological processes that influence gas and isotopic signatures in rocks and soils. Further analysis of this time zero data will inform key monitoring parameters, predicted (and subsequently measured) effects under repeated heat and flow cycling of geothermal operations. Integration of water, gas, rock datasets will inform risk mitigation at vulnerable locations and mitigate against a disproportionately cautious approach at other locations. For example, monitoring of water chemistry for sulphates and sulphides, dissolved organic carbon and a range of C, H, O, S isotopes as well as standard inorganic elements and ions appears to be particularly important. Should this prove to be the case, new analytical monitoring technologies may follow to improve practicality and affordability.
CONCLUSION
Diverse time zero environmental monitoring and geochemistry datasets collected before, during and after borehole drilling and testing at a mine water geothermal research observatory in Glasgow, UK are providing unprecedented insights into coupled rock-water-gas-microbiological interactions, and their significance for mine water thermal resource development.
Initial assessment of rock organic carbon mobility, water and gas isotopic characterisation and geomicrobiology studies highlight distinctive isotopic, organic carbon and gas chemical signatures varying with depth in the subsurface and between boreholes. Biogeochemical interactions of S, C and Fe appear particularly important, possibly with microbially-mediated mineral oxidation/reduction reactions.
Time zero environmental characterisation has greatly increased the evidence base within an urban and formerly industrialised setting at the UK Geoenergy Observatory in Glasgow, before geothermal research commences. Groundwater and aquifer properties appear to be typical of mined Carboniferous strata and of urban superficial deposits; complex subsurface flow types and pathways are envisaged. While strong seasonal trends in surface water chemistry are apparent, there are no indications of changes associated with the Observatory construction, though further work is needed to investigate the interaction between deeper groundwater with upwards piezometric head and surface waters. Topsoil from Observatory sites generally contains higher inorganic and organic pollutant concentrations than city-wide datasets but principally remains below levels classed as contaminated for recreational open space. Ground gas does not appear to be impacted by gas migration from the mine workings, and provides an essential baseline to identify if such gas migration occurs in the future. InSAR ground motion data indicates stability in the vicinity of the Observatory boreholes but gradual subsidence nearby, and seismic monitoring has enhanced the resolution of the national network in the urban area.
Open data and scientific understanding form the core of social approval, with public concerns likely to be heightened in urban settings close to homes and businesses. Geoscientists increasingly are aware of their role in the whole energy chain and this work forms an unusual example of integrative multidisciplinary working. Together we have presented potential for a novel toolbox of biogeochemical and geoscientific monitoring techniques that could be transferable to key research challenges in earth system science for shallow geothermal technologies, namely 1) planning and construction resource risks where chemical and isotopic tracers can be used for characterisation and connectivity 2) operational maintenance and resource sustainability with better understanding of processes induced by heat and flow cycling such as potential for biofilms 3) regulation and monitoring of environmental impacts at heterogeneous sites. By increasing the evidence base, developing new, potentially lower-cost techniques, and informing the design of fit-for-purpose monitoring approaches, this could form part of the cost and risk reduction necessary for mine water heat and heat storage to form an important component in decarbonising heating of our buildings towards Net Zero greenhouse gas emissions.
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Usage of thermal energy contained in abandoned, flooded, coal mines has the potential to contribute to low carbon heating or cooling supply and assist in meeting net-zero carbon emission targets. However, hazardous ground gases, such as CH4 and CO2, can be found naturally in superficial deposits, coal bearing strata and abandoned mines. Determining the presence, magnitude, and origin of subsurface gases, and how their geochemical fingerprints evolve within the shallow subsurface is vital to developing an understanding of how to manage the risk posed by ground gases in geoenergy technology development. Here, we present the first CH4 and CO2 concentration-depth profiles and stable isotope (δ13CCH4, δ13CCO2, and δDCH4) profiles obtained from UK mine workings, through analysis of headspace gas samples degassed from cores and chippings collected during construction of the Glasgow Observatory. These are used to investigate the variability of gas fingerprints with depth within unmined Carboniferous coal measures and Glasgow coal mine workings. Stable isotope compositions of CH4 (δ13CCH4 = −73.4‰ to −14.3‰; δ13CCO2 = −29‰ to −6.1‰; δDCH4 = −277‰ to −88‰) provide evidence of a biogenic source, with carbonate reduction being the primary pathway of CH4 production. Gas samples collected at depths of 63–79 m exhibit enrichments in 13CCH4 and 2H, indicating the oxidative consumption of CH4. This correlates with their proximity to the Glasgow Ell mine workings, which will have increased exposure to O2 from the atmosphere as a result of mining activities. CO2 gas is more abundant than CH4 throughout the succession in all three boreholes, exhibiting high δ13CCO2 values relative to the CH4 present. Gases from unmined bedrock exhibit the highest δ13CCO2 values, with samples from near-surface superficial deposits having the lowest δ13CCO2 values. δ13CCO2 values become progressively lower at shallower depths (above 90 m), which can be explained by the increasing influence of shallow groundwaters containing a mixture of dissolved marine carbonate minerals (∼0‰) and soil gas CO2 (−26‰) as depth decreases. Our findings provide an insight into the variability of mine derived gases within 200 m of the surface, providing an important ‘time-zero’ record of the site, which is required in the design of monitoring approaches.
Keywords: geochemistry, geothermal, mine water, environmental monitoring, geoenergy
INTRODUCTION
The use of thermal energy contained within groundwater in abandoned, flooded, coal mines has considerable potential to contribute to the provision of low carbon heating or cooling to assist in meeting global net-zero carbon emission targets (Adams et al., 2019; Stephenson et al., 2019; Monaghan et al., 2022a). A quarter of UK homes and businesses lie above former coalfields, providing a highly permeable network of buried mine workings flooded with water at above-ambient temperatures (Adams et al., 2019; Monaghan et al., 2022b). However, there are a multitude of manageable, but significant techno-societal risks associated with the utilisation of the heat from minewaters, related to both the direct site operation and the environment surrounding it, such as resource sustainability and efficiency, reservoir quality, operation maintenance, ground motion, ground gases and environmental change (University of Strathclyde, and BGS, 2019; NERC, University of Strathclyde and BGS, 2019; Monaghan et al., 2022a).
In order to address these issues, there is a clear need for applied research on minewater heat utilisation, to provide an open evidence base to enable knowledge transfer to assist with social acceptance, constraining the economic models and reducing development, operational and post closure risk of a mine water heat site (NERC et al., 2019; Stephenson et al., 2019). In conjunction with a growing number of underground laboratories worldwide, the UK Geoenergy Observatory in Glasgow (“Glasgow Observatory”) is a unique facility for investigating shallow, low-temperature mine water thermal energy resources in abandoned and flooded workings at depths of around 50–85 m. This site provides a vital record of the “time-zero” baseline conditions prior to activities commencing at the site and a record of any environmental changes induced by operations to extract or reinject heat into the mine workings.
Coal derived gas is an important energy resource and a potential source of greenhouse gas, as the majority of coal and coal bearing strata contain significant quantities of gases (Hall et al., 2005; CL-AIRE, 2021). These gases pose a significant potential hazard as they are either potentially explosive in critical concentrations when mixed with air, or are toxic to life at elevated (from ambient) concentrations. Gases found in a mine are typically mixtures of atmospheric air, inert gases, water vapour and one or more of the following: O2, CO, CO2, CH4, H2S, H2 and NOx (Hall et al., 2005; CL-AIRE, 2021). Whilst these pose no threat provided they stay in the mine, they can migrate through voids and strata and be emitted at the surface above the mine. Release of this gas as a result of minewater heat extraction would pose both an unwelcome climate feedback of greenhouse gases, and a potential hazard to the local population, as exemplified by recent demolition of a public housing estate in the Scottish town of Gorebridge due to mine gas ingress (Ramsey et al., 2017).
Whilst CH4 associated with coal is predominantly considered as being produced thermogenically due to the burial and thermal maturation of coals, a number of studies have shown that bacterial coal bed CH4 can be produced from microbial activity within lower maturity coals under anoxic conditions (Krüger et al., 2008; Strąpoć et al., 2011; Guo et al., 2012; Gründger et al., 2015). Traditionally, hydrocarbon abundances (C1/(C2+C3) and stable isotopes (δ13CCH4, δ13CCO2, and δDCH4) of CH4 and other associated hydrocarbon gases are used to distinguish between thermogenic and bacterial CH4 sources (Schoell, 1980; Whiticar, 1999; Osborn et al., 2011; Stuart, 2012; Jackson et al., 2013; Györe et al., 2018). Hydrocarbon ratios of 103 to 105, δ13CCH4 of < −55‰; and δ2HCH4 < −150‰ are characteristic of bacterial CH4 (Schoell, 1980); with thermogenic CH4 gas typically containing ratios of <100, with δ13CCH4 values −45‰ to −110‰ and δ2HCH4 > −255‰, respectively (Stuart, 2012; LeDoux et al., 2016). However, several processes can alter the hydrocarbon abundance and stable isotope signature of CH4 and can result in the misidentification of the gas source. Processes include the mixing of different sources of CH4; or microbial oxidation, which can enrich bacterial CH4 in 13C and 2H to that of thermogenic sources (Barker and Fritz, 1981; Whiticar, 1999; Molofsky et al., 2013; LeDoux et al., 2016).
Here, we outline how sampling and analysis of gases from drilling at the Glasgow Observatory during its construction has enabled the determination of the presence, source and volume of coal and mine derived gases (CO2 and CH4) in the subsurface at the site. We use the geochemical tools outlined above to determine the source of the gases encountered and to provide a unique insight into the variation of gas signatures with depth and mining activities within flooded coal mines.
SETTING OF THE UK GEOENERGY OBSERVATORY IN GLASGOW, SCOTLAND
The Glasgow Observatory has been developed to investigate the potential energy resource available and variability of low temperature geothermal energy from shallow mine workings (Monaghan et al., 2019). The Observatory is located on the west side of the Central Coalfield of the Midland Valley of Scotland, in the east of the city of Glasgow within the Cuningar Loop (Monaghan et al., 2019) in an area where prolific coal mining activity has occurred. Due to historic coal mining and extensive industrial activity, the site contains significant made ground of waste building material, which overlies Quaternary glacial and post glacial deposits that are up to 25 m thick (Monaghan et al., 2019). These superficial deposits overlie the Scottish Coal Measures Group, a group of fluvio-deltaic Carboniferous sedimentary rocks that contain cyclical sequences of mudstone, siltstone, sandstone, and coals that were deposited during repeated marine regressions and transgressions in the Westphalian period (Cameron and Stephenson, 1985; Monaghan et al., 2019). The Glasgow Observatory’s infrastructure consists of 12 boreholes: a 200 m seismic monitoring borehole (GGC01), drilled and installed on site during a 3-month period from November 2018 to January 2019; and 11 shallow (max 90 m depth) mine characterisation and monitoring boreholes, drilled and installed from May 2019 to January 2020. Superficial deposits and the bedrock encountered by all boreholes at the Cuningar Loop site were drilled by reverse circulation rotary drilling to ensure good sample recovery (Monaghan et al., 2022b). The 11 monitoring boreholes are situated in the Cuningar loop of the River Clyde, on four sub-sites (GGERFS01, GGERFS02, GGERFS03, GGERFS05); with the seismic monitoring borehole located on sub-site GGERFS10, >1.5 km east in the area of Dalmarnock (Figure 1). Strata at site GGERFS10 was unmined, and a continuous 199 m long core was recovered from drilling. All other 11 monitoring boreholes on site encountered shallow mine workings, and rock chipping samples were obtained during drilling.
[image: Figure 1]FIGURE 1 | The UK Geoenergy Observatory is located in the Eastern side of Glasgow, the largest city in Scotland, located next to the River Clyde, in the Midland Valley of Scotland. The site consists of 12 boreholes, located at five sites, four of these are located within the Cuningar loop formed by a meander of the River Clyde, with the GGC01 borehole located at site 10 in the Dalmarnock area. Contains Ordnance Survey data © Crown copyright and database rights. All rights reserved [2021] Ordnance Survey (100025252).
Hydrogeologically, the glacio-fluvial superficial deposits found on the site are thought to form part of a linear shallow aquifer system, which is up to 2–3 km wide, located beneath Glasgow (Ó Dochartaigh et al., 2019). The superficial aquifer is thought to be highly heterogeneous and complex, due to the heterogeneity of the deposits, and the effect of urban influences (Ó Dochartaigh et al., 2019). The Carboniferous bedrock on the GGERFS site typically forms complex, layered aquifer systems that are dominated primarily by fracture flow (Ó Dochartaigh et al., 2019). Mining of such deposits has resulted in significant changes in the natural groundwater flow paths and hydrogeological conditions (Ó Dochartaigh et al., 2019). The presence of mine voids, workings and other waste materials frequently results in significant change (often increases) in transmissivity within the aquifer, resulting in previously unconnected groundwater bodies to be linked (Ó Dochartaigh et al., 2019; Younger and Robins, 2002).
MATERIALS AND METHODS
Samples were collected from three boreholes on site: GGA05, located at site GGERFS02; GGA08, located at site GGERFS03; both of which are mine characterisation and monitoring boreholes, and GGC01; the 200 m deep seismic monitoring borehole located in Dalmarnock. (Full borehole data obtained from Monaghan et al. (2021), British Geological Survey (2020a), and British Geological Survey (2020b).
Rock samples consisting of two 50 mm quarter sections of core were obtained approximately every 10 m depth during drilling of the GGC01 seismic monitoring borehole and drill cutting samples from GGA05 and GGA08 boreholes were collected over 3 m depth intervals (Figure 2). The collection of core and cutting samples at 10 and 3 m intervals within the subsurface allowed for additional resolution in the complexity of the gas signatures on site, which would not have been obtained from standard borehole samples. These core and cutting samples were then stored in gas tight isojars prior to analysis of the exsolved gases. Duplicate sampling from the seismic monitoring borehole allowed two different isojar storage methods to be tested; with one set of samples stored in de-ionised water that had 1 mL (20 drops) of Benzalkonium (Zephiran) Chloride biocide added to the Isojar, and the other purged with N2 gas. Preliminary analysis of the samples from the seismic monitoring borehole clearly indicated that storage in de-ionised water resulted in higher concentrations of the exsolved gases, indicating better sample preservation, hence the subsequent obtained cutting samples were solely stored in de-ionised water, with added Benzalkonium (Zephiran) Chloride biocide. The full suite of GC data for all core and cutting samples from both preservation methods is provided in Supplementary Tables S1, S2. All samples were then stored at standard temperature (25°C) and pressure (1atm) for a 2-month period, to allow the samples to equilibrate with the headspace prior to gas analysis conducted at the Scottish Universities Environmental Research Centre (SUERC).
[image: Figure 2]FIGURE 2 | Composite logs of GGC01, GGA05, and GGA08 boreholes, and the depths of the core and cutting samples that were obtained for stable isotope analysis. The borehole logs indicate the major coal seams (Glasgow Upper, Glasgow Ell Index, Glasgow Ell, Glasgow Main), with Glasgow Ell and Glasgow Main coal seams have been mined in the shallow GGA05 and GGA08 boreholes. These seams can be correlated to unmined coal seams in GGC01.
50 μL of the gas headspace was collected from the isojars in a 100 μL syringe and injected manually into the septa port of a Perkin-Elmer AutoSystem XL gas chromatograph (GC), via a 30 m long and 0.53 mm internal diameter Sigma-Aldrich Carboxen 1010 PLOT column using helium carrier gas. The GC was also equipped with a flame ionization detector to measure light hydrocarbons and was calibrated with appropriate gas mixtures produced by CalGaz Ltd. Concentration data is recorded as mg/L in the gas phase, as determined from % components, with the full GC data provided in Supplementary Tables S1, S2.
Samples that exhibited CO2 and CH4 concentrations above 1.5% by volume were then selected for stable isotope analysis. Stable isotope determinations were conducted on the gas combustion line at SUERC. The extraction inlet was attached directly to the sealed isojars; with a pressure gradient applied to draw gas through the line. CO2 was separated from volatile hydrocarbons using a procedure modified from Kusakabe (2005). A liquid N2 cooled isopentane trap (−160°C) was applied to collect CO2 and water before an acetone slush bath was used (∼-78°C) to retain water and vaporise CO2. The CO2 was then collected separately in a liquid N2 cooled cold finger. The CH4 samples were combusted over a CuO catalyst at 900°C into CO2 and water, which were collected in a liquid N2 cooled cold finger. A pressure gradient drawing gases through the furnace was maintained by the cold finger trapping combustion products. After combustion, the cold finger was heated with an acetone slush bath (∼−78°C) to retain water and vaporise CO2. This CO2 was collected separately in a separate liquid N2 cooled cold finger. Both the original and combusted CO2 were analysed on a VG SIRA II dual-inlet IRMS, calibrated to internal standards (Dunbar et al., 2016), with measured values relative to V-PDB standards. The cold finger containing the collected water was connected to a manifold, heated to vapour, and reduced to H2 over a nickel catalyst at 800°C. H2 was analysed in a separate Delta Optima Plus dual-inlet IRMS, and calibrated to internal standards (Donnelly et al., 2001). δ13C values are reported relative to V-PDB international standard and δD values are quoted relative to V-SMOW (Craig, 1957; Gonfiantini, 1984; Coplen, 1995) with known uncertainties of 0.3% (δ13C) and 3% (δD).
RESULTS
CH4 and CO2 Gas Concentrations From Core and Cutting Samples
Gas concentration data for all core and cutting samples are provided in Supplementary Tables S1, S2. Exsolved gas headspace analysis of core samples from the unmined GGC01 borehole determined the presence of both CH4 and CO2 gas from depths below 77 m. CH4 gas concentrations for GGC01 range from 6 to 88 mg/L (mean = 17 mg/L, Std. dev = 23 mg/L), with samples with increased concentrations correlating to areas immediately surrounding unmined coal seams (Glasgow Main coal, and potentially the Humph coal and Glasgow Splint coals) (Figure 3). CO2 concentrations in GGC01 occur in samples where CH4 concentrations are lowest or absent, and range from 2 to 118 mg/L (mean = 33 mg/L, Std. dev = 37 mg/L) (Figure 3).
[image: Figure 3]FIGURE 3 | Stratigraphic log of BH GGC01 and CH4 and CO2 concentrations with depth (black dashed lines indicate coal seams). The figure highlights that increased concentrations of CH4 gas correlate to areas immediately surrounding the unmined coal seams in the subsurface. The highest CO2 concentrations occurred in samples with lowest CH4 concentrations, or where CH4 was absent.
For mined boreholes GGA05 and GGA08, considerably less instances of elevated CH4 concentrations were found to be present throughout the succession. It is noted that the majority of samples have CH4 levels below detection limits, which compliments groundwater concentration data (Palumbo-Roe et al., 2021) (Figures 4, 5). In GGA08, CH4 gas was identified at four stratigraphic depths, and correlates with unmined coal seams (a minor coal unit at 38–40 m depth, and the Glasgow Upper coal seam at 52–53 m depth), and the area directly below the Glasgow Ell coal mine workings (78–79 m depth). In GGA05, CH4 gas was solely detected at 57–67 m depth in a cluster of samples in the area directly above the collapsed Glasgow Ell mine workings (Figure 4). CH4 concentrations for GGA05 and GGA08 boreholes ranged from 6 to 324 mg/L mean = 53 mg/L, Std. dev = 102 mg/L), with the highest CH4 concentration correlating to the unmined Glasgow Ell index coal seam in GGA05. These values are higher than in-situ groundwater CH4 concentrations recorded, e.g., Glasgow Main (174–185 μg/L) and Glasgow Upper (117–145 μg/L) (Palumbo-Roe et al., 2021).
[image: Figure 4]FIGURE 4 | Stratigraphic log of BH GGA05 and CH4 and CO2 concentrations with depth (black dashed lines indicate coal seams and grey dashed boxes indicate coal mine workings). CH4 was solely detected at 57–67 m depth in a cluster of samples, in the succession directly above the Glasgow Ell mine workings. The CO2 gas did not show the same trend, and was present throughout the stratigraphic succession.
[image: Figure 5]FIGURE 5 | Stratigraphic log of BH GGA08 and CH4 and CO2 concentrations with depth black dashed lines indicate coal seams and grey dashed boxes indicate coal mine workings). CH4 was identified at four stratigraphic depths; all of which correspond to areas of coal seams or mine workings. Conversely, CO2 was present throughout the entire stratigraphic sequence, and generally present in higher concentrations than CH4.
However, CO2 gas was present throughout the succession of both GGA05 and GGA08 boreholes, with concentrations ranging from 4 to 130 mg/L (mean = 31 mg/L, Std. dev = 30 mg/L) (Figures 4, 5), and corresponds well with measured groundwater concentrations of 105–256 mg/L (Palumbo-Roe et al., 2021). In both GGA05 and GGA08, the highest CO2 gas concentrations occurred at the unmined Glasgow Upper coal seam, and at both the Glasgow Ell and Glasgow Main mine workings.
CH4 and CO2 Stable Isotope Values
Core samples from the unmined GGC01 borehole exhibit a narrow δ13CCH4 range of −73.4‰ to −64‰, which is characteristic of a biogenic CH4 source (Schoell, 1980; Whiticar et al., 1999; Osborn et al., 2011; Stolper et al., 2018). Associated deuterium values for GGC01 also fall within a narrow range of δDCH4, with values of −277‰ to −240‰, and compliment the biogenic origin implied by δ13CCH4 values. The shallow mined GGA05 and GGA08 boreholes have δ13CCH4 values that range from −70‰ to −14.3‰, and −74.1‰ to −19.7‰, respectively. GGA05 and GGA08 δDCH4 values also exhibit a large range; with values of −182‰ to 17.3‰, and −259‰ to −88‰. However, as evidenced in Table 1, there are four samples from GGA05 and GGA08 that are enriched in 13CCH4 and 2HCH4, which account for the large range in δ13CCH4 and δDCH4 values. Excluding these samples, GGA05 and GGA08 have δ13CCH4 values of −74.1‰ to −70‰ and δDCH4 values of −259‰ to −182‰ corresponding with the biogenic CH4. signatures observed in GGC01.
TABLE 1 | Measured C-H-O isotope values of CH4 and CO2 collected from GGERF site from boreholes GGC01, GGA05, and GGA08.
[image: Table 1]Carbon isotope compositions for CO2 range from −12.7‰ to −6.1‰ for GGC01; −29‰ to −10‰ for GGA05; and −25.5‰ to −11.4‰ for GGA08. Such values align with previously reported values of coal bed globally (δ13CCO2 = −27‰ to +19‰) (Rice, 1993). The carbon isotope values of Dissolved Inorganic Carbon (δ13CDIC) of produced waters were obtained during pumping tests conducted by the BGS for the shallow mine monitoring boreholes. Analysis of these samples found that δ13CDIC in the groundwaters range from −12.8‰ to −7.1‰, with an average value of −10.9‰ (Palumbo-Roe et al., 2021). For the Midland Valley of Scotland, these results fall within the upper range of values previously recorded for coal measures (Palumbo-Roe et al., 2021).
DISCUSSION
Subsurface CH4 Sources at the Glasgow Observatory
Figure 6 shows the genetic δ13CCH4 and δDCH4 diagram by Milkov and Etiope (2018) for GGC01, GGA05, and GGA08 highlighting evidence for two distinct CH4 signatures. The majority of samples show evidence for the production of CH4 by carbonate reduction, with the indication of the addition of minor amounts of CH4 produced through methyl-type fermentation. Through plotting isotopic values of CH4 and CO2 from the same stratigraphic unit (Figure 7), it is evident that the majority of samples exhibit a greater 13C enrichment, with an isotopic fractionation >55% for 13CCH4 relative to 13CCO2. This is indicative of CH4 production primarily by carbonate reduction (Whiticar, 1999). The 13CCH4 and 2HCH4 enriched samples appear to plot in the thermogenic CH4 origin field of Figure 6. However, previous studies have consistently shown that during CH4 oxidation, 12C is preferentially removed resulting in a marked decrease in isotopic fractionation between CH4 and CO2, and during advanced stages, this fractionation can range between 5%–25% (Barker and Fritz, 1981; Whiticar, 1999). Figure 7 highlights the difference Δ13CCO2-CH4 is close to 5‰, and follows the evolution pathway for CH4 oxidation. Hence, this data implies that bacterial CH4 is originally generated from high organic content sedimentary units and coals under anoxic conditions primarily via the carbonate reduction pathway (Krüger et al., 2008; Guo et al., 2012; Gründger et al., 2015). Subsequently, at 63–79 m depth at the GGERF site, the oxidative consumption of bacterial coal bed CH4 occurs resulting in a distinctly enriched 13C and 2H CH4 signature.
[image: Figure 6]FIGURE 6 | Plot of δDCH4 and δ13CCH4 stable isotopic analyses of CH4 gas exsolved from core and cutting samples from GGC01, GGA05, and GGA08 boreholes. (Secondary CH4 (SM) boundary indicated in green and thermogenic CH4 boundary indicated in purple). Processes that affect the isotopic and molecular composition are highlighted (oxidation and thermochemical sulphate reduction). Mixing of microbial gases produced through carbonate reduction and methyl fermentation is indicated by the blue mixing arrow, with mixing of thermogenic and microbial methane indicated by the purple mixing arrow. The majority of samples plot within the biogenic CH4 zone, with a potential mixing of both carbonate reduction and methyl type fermentation sources. Enriched samples plotting outside of biogenic origin fields are a result of CH4 oxidation. The classification areas of biogenic and thermogenic CH4 sources are adapted from Whiticar (1999), and the plot is adapted from Milkov and Etiope (2018).
[image: Figure 7]FIGURE 7 | Isotope combination plot of δ13CCH4 and δ13CCO2 data from GGC01, GGA05, and GGA08 boreholes; with isotope fractionation lines and partitioning trajectories as a result of CH4 formation and oxidation processes. The majority of samples exhibit greater 12C enrichment with an isotopic fractionation indicative of CH4 production by carbonate reduction. The three enriched samples that plot around 5% isotope fractionation indicate CH4 oxidation, as 12C is preferentially removed resulting in a decrease in isotopic fractionation between 13CCH4 relative to 13CCO2. Isotope plot adapted from Whiticar (1999).
CO2 Signatures
Sources of CO2 gas within coal beds are dependent on the burial and uplift history of the stratigraphic units, and may also contain CO2 contributions from other sources such as dissolved atmospheric and soil gas, magmatic or mantle degassing, microbial degradation of organic substrates, and the thermal maturation of kerogen (Dai et al., 1996; Golding et al., 2013). In relation to interpreting δ13CCO2 and α13CCO2-CH4 values, there are a number of non-methanogenic processes that can affect gas signatures and therefore shift α13CCO2-CH4 from the “true” methanogenic fractionation value (Flores et al., 2008; Golding et al., 2013; Baublys et al., 2015; Vinson et al., 2017; Chen et al., 2023). Such processes include the mixing of biogenic and thermogenic gases, methane oxidation resulting in the conversion of CH4 to CO2, bacterial processes which produce CO2 such as sulfate reduction, and interaction with formation waters resulting in gas losses (Whiticar et al., 1986; Golding et al., 2013; Vinson et al., 2017). The mixing of biogenic and thermogenic gases can lower the α13CCO2-CH4 value, as thermogenic gas typically has a more enriched δ13CCH4 and depleted δ13CCO2 signature than biogenic gas (Whiticar et al., 1986; Vinson et al., 2017). Methane oxidation affects the α13CCO2-CH4 values as the residual un-oxidated methane has a more enriched δ13CCH4 signature and therefore lowers the apparent α13CCO2-CH4 value (Whiticar, 1999; Vinson et al., 2017; Chen et al., 2023). Bacterial processes such as sulfate reduction can consume CH4 and produce CO2, with little fractionation on the carbon values, resulting in the lowering of the α13CCO2-CH4 value (Vinson et al., 2017). Finally, CH4 and CO2 can be lost through dissolution and advection as groundwater flows through the coal bed formation. Therefore, a semi-open system where CH4 and CO2 are not fully retained results in the α13CCO2-CH4 value being affected (Golding et al., 2013; Vinson et al., 2017).
Microbial coal bed gases tend to have carbon and hydrogen fractionation factors [α13CCO2-CH4= (1,000 + δ13CCO2)/(1,000 + δ13CCH4)] close to expected α13CCO2-CH4 values for the carbonate reduction pathway (1.06–1.09) (Golding et al., 2013; Vinson et al., 2017; Chen et al., 2023). 13CCO2 and 13CCH4 values from close stratigraphic horizons, highlighted in Figure 7, indicate a consistent α13CCO2-CH4 value of 1.06 for all GGC01 samples, and for some shallow samples from GGA05 and GGA08, indicating a characteristic CO2 reduction pathway for methanogenesis. However, several GGA05 and GGA08 samples from 66 to 79 m depth have much lower α13CCO2-CH4 values (1.003–1.007), evidencing the potential for non-methanogenic processes altering the “true” methanogenic fractionation factor. The dissolution of microbial CO2 results in enriched δ13CDIC values of 8‰ relative to the gas phase CO2 (Clark and Fritz, 1997). With pumping test data (Palumbo-Roe et al., 2021) establishing measured δ13CDIC values of −12.8‰ to −7.1‰ within groundwater contained in the mineworkings, a general enrichment of 8‰ can be observed between δ13CDIC and δ13CCO2 values (For example: superficial deposits δ13CDIC = −12.8‰ to −10.9‰ and δ13CCO2 = −25.5‰ to −21‰; Glasgow Upper δ13CDIC = −11.2‰ to −10.9‰ and δ13CCO2 = −18.3‰; Glasgow Main δ13CDIC=−10.8‰ and δ13CCO2 = −19.8‰). The additional enrichment of δ13CDIC observed in the samples may be explained by interaction with carbonates via precipitation and dissolution reactions, the source of which may potentially derive from sulphuric acid produced through pyrite oxidation within the former coal mine workings (Palumbo-Roe et al., 2021). As such, the varying δ13CCO2 signatures within the site highlight a potential for a combination of non-methanogenic processes such as methane oxidation and dissolution occurring, highlighting the complications of using isotopic identification techniques.
Stable Isotope Profiles With Depth
The stable isotope profiles with depth are plotted for CH4 and CO2 in Figure 8, illustrating that there is no clear correlation of the CH4 stable isotope ratios with depth. There is a consistent biogenic δ13CCH4 signature of −75‰ to −64‰, with a distinct zone of markedly heavier CH4 occurring between a depth of 63 and 79 m, corresponding to enriched δ13CCH4 values of −32.2‰ and −14.3‰. At Borehole GGA05, the heavily oxidised signatures occur within 5–9 m above the collapsed Glasgow Ell coal mine workings, in both clay and silt sedimentary units that contain thin coal seams and have high organic content. The enriched 13CCH4 signatures for GGA08 are found in clay, silt, and sand sedimentary units, with moderate organic content within 3–9 m of the same Glasgow Ell workings. In both GGA05 and GGA08 boreholes, enriched 13CCH4 and 2HCH4 signatures are observed at 66–67 m depths, hence it is unlikely this enriched signature is the result of air ingress into isojars during sample storage.
[image: Figure 8]FIGURE 8 | Isotopic depth plots of CH4 and CO2 δ13C values from GGC01, GGA05, and GGA08 boreholes; with the corresponding stratigraphy. CH4 stable isotopes have no clear correlation with depth, with a consistent biogenic signature present, and a distinct zone of enriched CH4 in the area surrounding the Glasgow Ell mine workings. CO2 gas exhibits a consistent depleted 13CCO2 signature with shallower depth, highlighting the increasing influence of shallow groundwater within the subsurface.
A consistent signature was observed in the CO2 from these samples, with CO2 gas signatures showing a progressive depletion in 13CCO2 at shallower depths [from ∼−10‰ at 180 m depth to −23‰ in the shallowest sample (36 m depth)] (Figure 8). Values recorded from the superficial deposits are the most depleted in 13CCO2, with the unmined bedrock samples from GGC01 being the most enriched in 13C, with the exception of a distinct depleted CO2 sample (−29‰) occurring at ∼90 m depth, in the area of the Glasgow Main mine-workings.
Lessons for the Monitoring of Minewater Geothermal Sites
In establishing the environmental baseline of the site, ground gas baseline surveys were also undertaken at the Glasgow Observatory, in order to determine if potential mine gases or gas originating from overlying made ground could be detected in the near surface environment (Monaghan et al., 2022a). Through these surveys, CO2 and CH4 flux at the soil-atmosphere interface, ground gas concentrations of CO2, CH4, H2, H2S, O2, a proxy for N2, and a limited number of carbon stable isotope samples were measured (see Monaghan et al., 2022b for full sampling methodology).
Ground gas CH4 concentrations were comparable to atmospheric gas (<3 ppm by volume) and CH4 flux was typically below detection limits (Monaghan et al., 2022a), which corresponds well to our measured CH4 concentration data, with the majority of samples having CH4 levels below detection limits, and the highest CH4 concentration levels recorded in the areas of unmined coal seams, or the Glasgow Ell mine workings. CO2 flux measured above the site was consistent with uncontaminated rural (Ward et al., 2019) and other UK sites previously surveyed. However, there were instances of moderate ground gas concentrations (10%–20% by volume) in isolated points across surveys (Monaghan et al., 2022b). From limited carbon stable isotope ratios, δ13C values typically range from −23.59‰ to −26.31‰ and compare well to our shallowest GGA05 and GGA08 samples, as δ13CCO2 values get progressively lower to a value of −23.0‰, as soil gas CO2 has an increasing influence through shallow groundwaters. This also highlights gas concentrations and signatures are highly variable and closely linked to stratigraphic horizon in the shallow subsurface, as it is evident that mine gas signatures from the workings does not impact ground gas (Monaghan et al., 2022a). From stoichiometric CO2: O2 relationships, ground gas appears to be a mixture of natural origin of photosynthetic production, and of microbial oxidation of CH4 to CO2 (Monaghan et al., 2022b).
The comparison of ground gas data with core and cutting gas measurements is critical for the monitoring of geothermal and other geoenergy activities, as it allows for the sensitive measuring and tracking of key hazardous gases that may arise from subsurface use (Monaghan et al., 2022a). Our results show that the CO2 contained in the subsurface below 100 m depth is geochemically distinct from that of the shallow subsurface (0–90 m depth), meaning that an increase of CO2 levels at the near-surface originating from deeper mine workings below 100 m from any potential perturbation of the system may be detectable using δ13C measurements. However, further work is required to ascertain the detection limit, and if gas migration processes would significantly change the δ13C signature of the migrating CO2.
CONCLUSION
We identify the presence of both CH4 and CO2 in the gases exsolved from core and cutting samples taken from boreholes GGC01, GGA05, and GGA08 at the Glasgow Observatory site. Our results show that there is no correlation between gas concentration and depth, as both CH4 and CO2 gas concentration values are highly variable and are closely linked to individual stratigraphic horizons. We find evidence that CH4 present in the site’s Carboniferous coal measures is of biogenic origin, produced primarily through the carbonate reduction pathway, with a potential mixing of CH4 from methyl-type fermentation. Enriched 13C and 2H CH4 signatures are found within 63–79 m depth in GGA05 and GGA08 boreholes, and provide evidence of CH4 oxidation in proximity to the Glasgow Ell coal mine workings. CO2 gas is more abundant throughout the succession in all three boreholes and has an enriched 13CCO2 signature relative to the CH4 present. The observed CO2 gas signature becomes progressively depleted in 13CCO2 at shallower depths above 90 m, with the trend being attributed to the increasing influence of groundwater containing a mixture of dissolved marine carbonate minerals and soil gas CO2 at shallower depths. Comparing our results to determined ground gas signatures, there is no evidence of ground gas currently being impacted by gas migration from the Glasgow Observatory mine workings.
The findings presented here provide an insight into the variability of mine derived gases, and highlight the presence of distinct gas signatures that are linked to stratigraphic horizon. The gas baseline signature of the shallow subsurface of the Glasgow Observatory can be integrated into larger environmental datasets (Monaghan et al., 2022b) in order to generate a “time zero” records of the site, which are key in informing fit-for-purpose monitoring operations and developing efficient geothermal infrastructures. By characterising the shallow subsurface through depth-dependent isotopic gas fingerprints in the mined succession and comparing to distinctive ground gas isotopic compositions; there is potential to use such signatures to evaluate any potential change in the shallow subsurface environment once pumping, heat abstraction, and re-injection commence.
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Low carbon geoenergy technologies are anticipated to occupy a range of roles in the transition to a net zero carbon future, and there is growing acknowledgment and awareness of the importance of societal considerations and community participation in the development and implementation of such technologies. Here, we use the example of minewater geothermal to explore the potential to enhance societal benefits of energy transition developments. Minewater geothermal uses the water in abandoned and flooded coal mines to provide low carbon heating and cooling of homes and businesses and thermal energy storage. Many towns and cities worldwide have potential minewater geothermal resource, offering significant potential for technology scale up, and there are a number of projects in development and operation. We outline how such projects could occupy a role beyond technological implementation given factors including the local dimension of the resource, together with its links with a community’s mining and cultural history, and social, political and environmental impacts of coal mine abandonment. We argue that working with communities to deliver these projects is paramount, and outline five key principles and recommendations for community participation to ensure a fair and sustainable net zero transition. While tailored to minewater geothermal projects, the nuances of these recommendations are relevant to other geoenergy developments.
Keywords: public participation, decision making, just transition, sustainable geoscience, local energy, public engagement
INTRODUCTION
Low carbon geoenergy technologies are anticipated to play a role in meeting and living in a net zero future (Stephenson et al., 2019), and there is growing acknowledgment of the important roles of people and communities in energy systems change (Creutzig et al., 2022). Such roles include the societal acceptability of such technologies (Dickie et al., 2020; Demski, 2021), their adoption and implementation, as well as their fit within a “just transition” (Bidwell and Sovacool, 2023).1 There are three key arguments for why community participation is important (Table 1). These include it i) being the right thing to do, ii) it being a better way to achieve particular ends (process), and iii) it leading to better ends (outcomes) (Smith et al., 2005). Community participation in climate action is not only mandated by the 1992 Rio Declaration (Principle 10), it is vital for societal acceptability and for projects to succeed (Wynne, 2006; Haggett, 2010) particularly for new or unfamiliar technologies (Walker et al., 2010a). “Energy democracy” is one framework for a just transition (Upham et al., 2022), centred as much on inclusive and fair process as much as fair outcomes. Regardless of the rationale, public engagement and participation can impact the pace, cost and success of net zero delivery (Demski, 2021; Creutzig et al., 2022).
TABLE 1 | Summary of the three primary rationale for public participation, adapted from Dunphy et al. (2021) after Fiorino (1990) and Smith et al. (2005).
[image: Table 1]The term public or community engagement is often used synonymously with public participation (Devine-Wright, 2011a), however the degree of influence or control over decision-making that is afforded through engagement—and therefore the degree of public participation—varies greatly (Pallett et al., 2019).
Different community engagement modes can occur when infrastructure projects are being planned and implemented, typically along a continuum line from one-way-only to fully two-way information exchanges, or between communication, consultation and participation (Rowe and Frewer, 2000; Rogers et al., 2012). Frequently referenced in this discourse is Arnstein’s ladder of participation, first published over 50 years ago (Arnstein, 1969), which depicts varying degrees of citizen participation and associated power-sharing. The rungs of the “ladder” detail increasing levels of control that citizens can have over a situation, with “non-participation” towards the base of the ladder and citizen power at the top (See Figure 1). The normative understanding is that the higher levels of the ladder are more empowering and therefore more desirable to the base of the ladder.
[image: Figure 1]FIGURE 1 | Schematic “ladder” of community participation, adapted from Arnstein (1969), International Association for Public Participation (2018), Think Local Act Personal (TLAP) (2021), and Soutar et al. (2022). The Rowe and Frewer (2005) model of engagement, based on flow direction of information, is incorporated to the right of the figure, with engagement modes towards the very top rungs of the ladder characterised by information sharing and exchange.
The ladder has since been adapted to frame the concept of co-production, particularly with regards to public services (Think Local Act Personal, 2021), Figure 1. Rowe and Frewer (2005) prefer to classify public engagement into communication, consultation, and participation, based on the flow of information and influence of public views, and whereby public participation is defined by two-way information exchange. Citizen participation goes beyond information provision and consultation, it is a process that incorporates members of the public in decision-making and fully considers this public input in decisions.
Traditional forms of planning consultation are widely understood by political science and community engagement best practice literature to be non-inclusive, model one-way, linear information exchange, and lean towards information deficit models of public acceptance (Cohen et al., 2014) and the ‘inform’ or ‘do to’ level of the community participation spectrum (Figure 1). Despite wide recognition that these are inadequate, there is little evidence of the application of deeper, cyclic or iterative levels of participation in planning consultations and other decision-making processes (Pallett et al., 2019). Across multiple applications, societal engagement is still considered a hindrance and a nuisance (Moreira et al., 2022), there are tensions and structural barriers (Pallett et al., 2019; Skjølsvold and Coenen, 2021; Wahlund and Palm, 2022), and declared commitment to community participation and engagement does not always reflect the reality on the ground (Moreira et al., 2022). Thus there are few examples of community participation being embedded within decision making processes including project design (Pallett et al., 2019; Soutar et al., 2022), and little policy commitment to support community-led initiatives for geoenergy solutions (Chavot et al., 2018).
If this remains the status quo, the wide range of benefits that low carbon geoenergy solutions could bring will not be realised, limiting the potential for such projects to meet wider sustainability principles and hindering social and environmental benefit from the net zero transition. Further, without embedding community within the design of geoenergy projects, there is a risk that uptake or implementation of low carbon geoenergy projects will remain slow.
In this perspective, we use the case of minewater geothermal energy (MWGE) to outline how community integration—by which we mean two-way dialogue, power sharing in decision-making, and considering fit to place, context, and wider community priorities—is important for emerging geoenergy applications, for technology uptake and adoption, and social and environmental justice. It serves as a call to action to take a wider view of geoscience and engineering projects, to better resource community engagement and to move towards increased citizen power and empowerment for a just transition (i.e., higher up the “ladder” of community participation, Figure 1).
We first start with an overview of MWGE and why we consider it to be a good example technology for understanding the benefit and importance of community and place context for geoenergy development. We then lay out five principles for community participation for MWGE projects, drawing on learning from a wealth of literature and practice from energy and public participation case studies and best practice. These key considerations must be recognised if MWGE is delivered at pace and scale and commensurate with delivering a prosperous, inclusive and equitable net-zero transition. We translate these lessons into recommendations to embed social considerations within future geoenergy developments.
MINEWATER GEOTHERMAL ENERGY (MWGE) AND ITS POTENTIAL TO DECARBONISE HEAT
Geothermal energy is the heat energy contained in the Earth’s subsurface. Its use, whether for heating and cooling or for power generation is well-established worldwide (Gluyas et al., 2018). There are different approaches for harnessing geothermal energy, depending on geological conditions and other factors. Minewater geothermal technology uses the water in abandoned, flooded coal mines for heating, cooling or thermal storage. For minewater geothermal heating, heat exchangers, heat pumps and hydraulic pumps powered by electricity are used to recover and distribute the thermal energy and carrier fluids to buildings via heating networks. If sustainably managed these systems could provide a continuous supply of heat.
Many of the towns and cities in the UK and across Europe are areas of former coal mining activity and the shallow flooded mine workings are prospective to heat local homes and businesses (Walls et al., 2021). Projects worldwide have demonstrated mine water heating, cooling and inter-seasonal storage (Walls et al., 2021) and widespread scale up is anticipated (Watson et al., 2019; Monaghan et al., 2022).
MWGE provides a particularly interesting and topical example for several reasons.
• While MWGE is an emerging technology, global resource estimates are large (Monaghan et al., 2022). There is particular interest in minewater geothermal in the UK and Europe as a pathway to accelerate heat decarbonisation: there is significant potential for MWGE projects to provide low carbon heat to homes and businesses local to the resource (Watson et al., 2019; Abesser and Walker, 2022). The local dimension to the resource, and connection with district heating gives a community-centric lens.
• Potential MWGE resources are, by default, located in former coal mining areas which, in the UK, are disproportionately deprived or low-income (Shirani et al., 2021). The social justice implications of decision making are particularly important given the environmental, health, and economic inequalities in coalfield communities (Alessandra and Roberto, 2022), strong associations with fuel poverty, and sensitive political and power narratives (Gibbs, 2018; Abreu and Jones, 2021.)
• At present, awareness of geothermal technologies is generally low among the publics (Pellizzone et al., 2017; BEIS Department for Business and Energy and Industrial Strategy, 2020; Dickie et al., 2020) and supply chains (Abesser and Walker, 2022) and there is little to no research on social engagement, public perception, preferences or priorities for MWGE (Abesser and Walker, 2022).
• The technical risks of MWGE are site specific and in some cases not yet fully understood. In such cases, as shown in previous emergent stages of innovative energy generation, concepts of transparency, justice, and (dis)benefits distribution are key (Mendonça et al., 2009; Carr-Cornish and Romanach, 2012).
• MWGE offers an opportunity for wide-reaching financial, health, cultural and environmental benefits to communities (Pramangioulis et al., 2019; Bianco et al., 2021) as well as meet the priorities of local and subnational stakeholders (Abesser and Walker, 2022).
• Energy decarbonisation is not just about installing and operating new technologies (Soutar et al., 2022), and despite the potential benefits MWGE schemes could bring, there could be negative connotations and consequences if community stakeholders are not effectively engaged (Wahlund and Palm., 2022). As such, effective engagement needs to consider local values, cultural heritage, sensitivities and strengths (Seyfang et al., 2014).
Thus, there is much to gain through community involvement for integration within the design of MWGE initiatives, and, similarly, much at stake. These key lessons or principles for community involvement may be tailored to MWGE but they are relevant to other geoenergy applications, too.
FIVE KEY PRINCIPLES FOR COMMUNITY PARTICIPATION IN MWGE PROJECTS
Local Energy Projects Reach far Beyond Energy
Implementing innovative energy infrastructures and gaining community acceptability is not simply related to attributes of the proposed technology or infrastructure (Chavot et al., 2019); instead, projects and developments are contextualised by a community’s past energy related experiences (Cuppen et al., 2020), alongside wider social, political, or cultural issues (Soutar et al., 2022) that may not be related to energy. Further, the implementation of localised energy systems can change social and cultural aspects of energy generation and consumption across varying areas of society (Batel and Devine-Wright, 2015).
This might be particularly the case for MWGE given the role that mining often has in a community’s cultural and social identity. As such, MWGE could occupy a much wider role than solely technological implementation.
Relating to this, energy projects with a community or local dimension are associated with wider benefits such as building local citizenship and social and economic capital, and skills (Hogan et al., 2022). Thus, MWGE projects are not purely about energy, and community interactions and acceptability are not solely constrained to the developers or the project.
Although the central aim of new energy infrastructure strategies such as MWGE may be to reduce emissions, these projects and their constituent processes have been shown to have consequences or co-benefits that can be more impactful than simply reducing greenhouse gas emissions alone. In the context of a wider energy transition (i.e., the pursuit of social, economic and environmental pathways to a more sustainable future; Ürge-Vorsatz et al., 2014), these co-benefits include areas of human health, ecosystem performance, social equity, and economic shifts. These consequences form an important aspect of decision-making, and evaluations of outcomes (Hamilton and Akbar, 2010). However, the complex nature of these co-benefits and the possibility for consequences to be interconnected with multiple others, together with varying perspectives amongst stakeholders depending on their personal intentions, experiences and objectives (Floater et al., 2016; Sovacool, et al., 2020), means there is potential to simplify, mask, or overlook some consequences. These complexities must be considered when identifying, measuring, prioritising, and communicating benefits of schemes such as MWGE to the public, communities and other stakeholders, thereby enabling effective navigation of MWGE implementation to achieve maximal benefits.
Connect MWGE With Place, Heritage, Pride—But do so With Sensitivity
The framing of energy technologies is important for community acceptability (Dickie et al., 2020) and should be tailored to place. In the case of MWGE, such place-based frames will likely connect with mining heritage, clean environment, reduced fuel poverty and social cohesion but must be considered with care and sensitivity.
Many former mining villages and towns retain a strong and sensitive connection to their mining heritage (Rohse et al., 2020). Local residents have not forgotten the built environment of the abandoned mining industry and its political history (Gibbs, 2018). Coalfield communities may have significant community pride built from close-knit, hardworking mining culture, with mining being a once thriving industry providing prosperity and employment, together with hardship and sorrow (Llewellyn et al., 2019). Those who live in former mining communities may be acutely aware of risks relating to subsurface mines and suffering associated to its mining past and will live with the environmental degradation and disadvantaged socio-economic conditions caused by mine closure. This mixture of meanings and values associated with mining, and its heritage and impact on a place, is a key consideration when engaging with local communities and stakeholders, as it will shape their appetite, perceptions, and expectations of MWGE (Thomas et al., 2022).
Care should be taken not to glorify mining history, or underestimate its links with the present. More generally, it is important to understand where MWGE fits within community priorities and local development plans so as to develop place-appropriate frames. Language such as ‘regeneration’ can be insensitive (Chaffin and Evans, 2017), as is the assumption that people living in economically deprived areas will support developments that promise to reduce energy bills. For appropriate and effective engagement, nuanced links to place, past, and future need to be acknowledged and carefully navigated. This is a path best led by the community who “own” this history and its connected future, both for reasons of recognition and restorative justice.
Prioritise Equity Within MWGE Projects
Ex-mining heritage is now synonymous with issues of environmental degradation and disproportionate deprivation (Beatty et al., 2019; Abreu and Jones, 2021). Similar is said of areas with deep geothermal energy potential, following the demise of metal mining associated with geothermal processes (Abesser and Walker, 2022). In such areas, issues of equity are particularly stark. By producing affordable heat, MWGE offers routes to reduce fuel poverty (Gillespie et al., 2013), but also to invigorate local prosperity and new or reimagined place-based narratives, as well as create local employment (Mine Energy Taskforce, 2021). MWGE projects integrated within these communities could also break down the perception of energy transition as an undertaking primarily by the privileged.
Equity must be embedded in the process design, and from the community perspective, not in promise but in practice, and in terms of process as well as outcomes. There are examples of geoenergy associated projects that have claimed a focus on equity, for example, in terms of creating jobs within a deprived locality and supporting climate action, while contemporaneously removing the only green space available to that community (Scottish Parliament, 2021). At this early stage of technology adoption, if similar was done for a MWGE project, it would put other future MWGE projects at risk.
Ensure Early, Sustained and Transparent Dialogue to Support Local Prosperity
It is now well established that building and maintaining trust is key to effective community engagement and participation (Walker et al., 2010b). Trust is supported by dialogue (two-way flow of information, Rowe and Frewer, 2005; Figure 1B), and through power-sharing, allowing community and local stakeholders to participate in decision-making and planning (Wolsink, 2007; Walker et al., 2010a; Goedkoop and Devine-Wright, 2016). In fact, research finds that perceived fairness and transparency in project planning, implementation, decision making, and outcomes not only supports societal acceptability, but can even overcome the presence of negative impacts (Gross, 2007). Although deep geothermal, not MWGE, the success of projects in the city of Munich is largely credited to early engagement with involved communities alongside extensive public engagement, starting 3–4 years prior to drilling (Abesser and Walker, 2022). There is no one approach of enabling such dialogue; appropriate approaches will be tailored to place, and may involve multiple forms of participation (Pallett et al., 2019). Such engagement requires time—raising an apparent paradox regarding time investment for dialogue and participation to enable rapid energy transition (Skjølsvold and Coenen, 2021; Wahlund and Palm, 2022). Further, participation can identify sometimes multiple different values and visions of future systems change that can contrast with technocratic perspectives (Pallett et al., 2019; Skjølsvold and Coenen, 2021) and bring insight into future social worlds. Rather than defending the technocratic view, respecting these differences (i.e., listening and responding dialogically) in shaping outcomes is key, both for substantive and instrumental reasons (Table 1). Put differently, organisations must respect community perspectives both in terms of whether or how a project is decided, implemented or rejected.
Early sustained and transparent dialogue is particularly important for MWGE because there is currently little to no research on social engagement and public perceptions of the technology, and little widespread understanding of what the technology means for households, businesses, and communities. Engagement therefore needs to offer routes for communities and other stakeholders to have a forum for communication and dialogue to support information giving and sharing and narrative building. This includes open dialogue on what to expect in terms of timelines and potential disruption as well as, e.g., whether and how communities can have a say, and technical aspects such as uncertainties, risks, and responsibilities. Importantly, these routes must allow community to influence without unnecessary or additional burden.
Effective dialogue and community involvement can also support social capital, for example, increasing the sense of place, or boosting individual’s ambition, self-worth (Shane and Venkataraman, 2000) and self-efficacy (Roberts and Escobar, 2015). Importantly, care should be taken to ensure that community groups are not co-opted by developers to provide social capital to potential projects (Lennon et al., 2019); there is a thin and delicate line between acknowledging and taking community place relationships into account, and exploiting them for the benefit of a project.
Take a Whole Systems, Inclusive and Responsive Approach to Community Engagement
Due to MWGE potentially having wide reaching societal, cultural, political, economic and environmental outcomes, it’s important to adopt a whole systems approach to best pinpoint the interactions between process and outcomes (Sovacool et al., 2019; Sovacool et al., 2020). This route makes sure that synergies and critical components are not overlooked, and components that can alter the way in which the (multiple different) properties of the implemented system are seen (Anarow et al., 2003). This is particularly important when considering that barriers to uptake or development of new technologies are frequently described as being confined to lower-level collective decision-making units, and therefore personal and social factors play a significant role in enabling an energy transition (Biresselioglu et al., 2020).
In contrast to strategies that focus on lifecycle impact or supply chain interactions, this whole systems approach broadens its focus to cover not only cost and carbon, but also elements such as social sustainability, security and justice (Sovacool et al., 2020). This means both the entire life cycle of a project and also the wider context and environment can be considered during decision making (McLaren, 2012). Resultantly, to best engage and generate participation a broader range of key performance indicators (KPIs) need to be understood. These indicators need to break away from the relatively closed loop of innovation and technical change, and instead offer insight into the cultural and social contexts, producing a pathway to embed energy infrastructure projects in a place (Bridge et al., 2018).
This embedded nature is also important to consider in relation to ensuring a just energy transition, as there is the need to measure and assess the costs, benefits and processes involved in decision making (Sovacool and Dworkin, 2015), thereby determining if any groups are excluded or are benefitting disproportionately (Healy and Barry, 2017). Consequently, there is an energy justice focus necessary to provide insight into the ethical aspects of a project, in addition to the technical, environmental, political and cultural ones, which could indicate the parties who may “win” or “lose” from a project (Bridge et al., 2018). This is particularly important to consider when working in communities who, while rich in cultural heritage and place-based identity, have in preceding decades been disproportionally disadvantaged by environmental degradation. Put simply, a MWGE project should not go ahead on the grounds of being technically and economically feasible; wider sustainability considerations, including environmental and social factors must be carefully weighed up.
INCORPORATING THESE PRINCIPLES INTO FUTURE GEOENERGY DEVELOPMENTS
We have drawn on a wealth of research and practice literature to distil five key principles for community participation in MWGE projects worldwide. These five principles for community involvement around geoenergy projects such as MWGE highlight how interaction and dialogue are required with project stakeholders and community, to not only ensure the successful implementation of a scheme, but to also achieve a wider range of benefits that positively impact beyond simply providing or enabling low-carbon energy. The site-specific nature of MWGE projects and their link to heritage and culture lend these applications particularly suitable for community participation. Put simply, such dialogue will maximise successful outcomes and minimise project risks.
Recommendations for Future Projects
Building on these five principles, we recommend the following actions to generate routes for community participation in MWGE projects to support sustainable inclusive energy transition. These key lessons or principles for community involvement may be tailored to MWGE but they are relevant to other geoenergy applications, too.
1. Follow best practice guidelines such as the National Standards for Community Engagement (SCDC, 2016) to ensure, for example,: the rationale for community participation is carefully considered, (Table 1); stakeholder mapping is undertaken at early stage, adopting a wide scope as to possible vested interest individuals and groups; a variety of engagement approaches are adopted to promote multiple routes in which stakeholders can enter into dialogue, and enable different stakeholders to engage through appropriate and fair decision-making channels.
2. Research the current, recent and more distant local history and experiences of past industries and activities, focusing on the social and cultural stamps these experiences have left on the community, so as to ensure projects acknowledge or re-address past harm (e.g., resulting from past mine closures), learns from what works, and build or strengthen new positive narratives.
3. Examine how a project may benefit or disadvantage differing stakeholder groups using a wide lens.
4. Promote partnerships with communities to support and develop social capital, and to provide a platform to foster wider community benefits. These partnerships will be place, community, and development specific, and care must be taken to ensure that social capital and societal benefit are not exploited for the benefit of a project.
5. Identify and report on KPIs across a variety of measurables connected to the project, including social, environmental and economic variables, across a project’s lifecycle.
6. Finally, to enable these actions, organisations must build the capacity of project staff and social practitioners (Moreira et al., 2022).
Betterment of the community, rather than success of a project, should underpin the approach. Thus, cutting across these recommendations is the requirement for organisations to respect community perspectives regarding whether and how a project is decided, shaped, and implemented. This includes respecting community decision to reject a project, should they deem projects not to align with their conceptualisations of place or visions and aspirations for the future.
There is potential for MWGE to unlock a range of different values and co-benefits. These values will be resource, place and context specific, and therefore whether those values are unlocked will depend on that context and the approach adopted. A priority for research and practice is to understand this further, and share insights, learnings, and innovation. Developing MWGE through approaches that embody just transition principles and support strong place relationships could provide transferable lessons to the wider geothermal and geoenergy sector at different scales and contexts.
Towards Increased MWGE Community Empowerment
Experience from other energy developments find that local prosperity is maximised through community ownership or local governance models. Such projects produce cooperative initiatives, or entrepreneurial commercial start-ups and cluster growth within communities, and energy innovation can attract wider businesses (Shane and Venkataraman, 2000; Tanimoto, 2012). These initiatives can trigger the growth of economic, ecological or socially motivated schemes, which can use social capital to positively develop local communities in different ways (Rennings, 2000; Seyfang and Smith, 2007; Devine-Wright, 2011b; Howells and Bessant, 2012). Community-led initiatives also support place-identity, social cohesion and community resilience (Jarvis, 2015), thus unlocking multiple forms of value.
While there are currently no examples of community-initiated or governed MWGE, the socio-spatial context of MWGE projects impacts the route to possible place-based prosperity, as it requires oversight of social relationships, communications and interactions and behaviours and routines, all of which are important when shaping an innovative energy infrastructure for an area (Stroper, 2000).
Thus, it is unlikely that there will a “one size fits all” model for community ownership of MWGE. The support required for such initiatives need to be tailored to that socio-spatial context and other place factors. Knowledge and experience sharing between different modes of community influence, governance or ownership of MWGE will be important for enabling diverse developments. These developments in turn could assist in accelerating wider community co-benefits and support other community priorities.
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FOOTNOTES
1A “just transition” is the concept that the burden of climate action should not be borne unequally by one set of workers or communities or any one country (Bray and Ford, 2021).
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Decarbonisation of heating represents a major challenge in efforts to reach Net Zero carbon emissions, especially for countries that rely heavily on the combustion of carbon-based fossil fuels to meet heating demand such as the United Kingdom. In this paper we explore the use of near surface low enthalpy geothermal energy accessed via commercial and domestic heat pump technology. These resources may become increasingly important in decarbonisation efforts but, while they are renewable, their sustainability is contingent on appropriate management. Here, we introduce a new geothermal circular heat network concept, known as a “geobattery,” which redistributes recyclable heat from emitters to users via elevated permeability pathways in the subsurface and offers a platform to manage shallow geothermal resources. If successfully implemented the concept has the potential to provide low carbon, resilient, low-cost heating that is sustainable both in terms of heat pump performance and the shallow geothermal resource. We demonstrate the concept based on the cooling requirements of a case study data centre with existing high energy use and the potential to inject the generated heat into elevated permeability pathways in the shallow subsurface. We show that thermal recharge under these conditions has the potential to arrest subsurface temperature declines associated with closely spaced borehole heat exchangers, ensure the long-term sustainability of shallow geothermal resources for generations to come, and play an important role in the decarbonisation of heating.
Keywords: sustainability, geothermal energy, net zero, borehole heat exchangers, circular heat network, mine water geothermal
INTRODUCTION
Decarbonisation of the heating sector is a significant challenge in the drive for Net Zero. Globally, energy use in buildings contributes 17.5% of all Greenhouse Gas (GHG) emissions—more than the entire transport sector (www.ourworldindata.org, 2021). In the United Kingdom over 40% of energy is used for space heating, while it is over 50% in Scotland (www.gov.scot, 2019). The source of this heat is principally natural gas, then oil, contributing to about 34% of the overall GHG emissions of the country (BEIS, 2019). The United Kingdom has committed to reaching Net Zero carbon emissions by 2050 through the 2019 Climate Change Act amendment, with a target of 2045 in Scotland.
While progress is being made to decarbonise electricity production in the United Kingdom, until very recently decarbonisation of heat has not seen the same level of investment or research and development. The United Kingdom is a good Case Study for bold heat decarbonisation innovation projects as the UK Government announced plans to prevent the installation of new fossil fuel-based heating systems after 2025, while also committing to rapid development of heat pump installations to up to 600,000 per year by 2028 (UK Government, 2020b). There is increasing investment in R&D programmes around decarbonising heat e.g., (www.ukri.org, 2021) as well as the UKGEOS Glasgow site that is specifically designed as a field-scale research laboratory for mine water geothermal schemes (Monaghan et al., 2021).
Shallow geothermal energy is a resource capable of providing low-carbon solutions to decarbonising heat for both domestic and commercial properties. Lund and Toth (2021) report a 54% increase in global geothermal heat pump installations between 2015 and 2019 and a doubling of countries where geothermal heat pumps are installed since 2000. Local scale examples include ground source heat pumps (GSHPs) and borehole heat exchangers (BHEs), while aquifers and abandoned coal mines represent opportunities for more district, or even city, level schemes (Gluyas et al., 2020; Farr et al., 2021).
The theoretical geothermal potential of the shallow subsurface is often considered to be extremely large i.e., simply calculating the heat-in-place in a subsurface volume leads to large values of energy. However, not all this energy is technically, economically, or sustainably extractable, and developing particular sites may be subject to potential barriers (Rybach, 2015; Bayer et al., 2019; Casasso and Sethi, 2019). Heat pumps, such as those coupled to BHEs or mine water systems, are highly efficient, typically producing 3–4 kWth for every 1 kW of electrical input. The “additional” energy (to raise 1 kW to 3–4 kWth) is gained by cooling the surrounding area, and usually considered freely supplied. The problem is that the “free energy” accessed in the subsurface is principally energy which has been naturally stored over geological time (over thousands of years in a dynamic system with changing climate) and has very low recharge rates (e.g., ∼0.063 W/m2 in the United Kingdom) compared with extraction rates of ∼18 W/m2 required to meet the heat demand of an average UK house (OFGEM, 2016; OFGEM, 2021b).
A key notion we explore here is that geothermal energy is a renewable form of energy but not necessarily a sustainable one. Its sustainability is contingent on its proper management. Sustainability of shallow geothermal resources can be considered from an operational performance perspective i.e., constant BHE temperatures and energy production (Signorelli et al., 2005; Rybach and Eugster, 2010), or from a resource perspective that ensures that geothermal energy exploitation does not result in excessive thermal drawdowns that mean BHEs need to be switched off to allow the ground to recover. Borehole heat exchangers are an established and mature shallow geothermal technology, widely installed across Europe and considered to provide a low carbon solution to heating and cooling demands (Rybach and Sanner, 2000; Signorelli et al., 2005; Rybach and Eugster, 2010; Bayer et al., 2012, 2019; Casasso and Sethi, 2014; Rivera et al., 2017; Walch et al., 2021). Commonly, sustainability assessments of BHEs consider the engineering performance of the BHE and demonstrate steady borehole wall temperatures and consistent heat pump coefficient of performance values (COP) (Signorelli et al., 2005; Rybach and Eugster, 2010; Casasso and Sethi, 2014; Walch et al., 2021). BHE’s do not extract water and therefore rely on conduction as the heat transport mechanism, but groundwater flow can have a significant impact on subsurface temperatures (Casasso and Sethi, 2014; Rivera et al., 2015; García-Gil et al., 2020; Abesser et al., 2021).
Sustainability assessments based on performance, however, do not consider the original concept of sustainable development of “…meeting the needs of current generations without compromising the needs of future generations” (Brundtland and Visser, 1987). Thermal recharge to a single BHE is thought to take at least as long as the operational lifetime of the BHE (Rybach and Eugster, 2010), and when BHE arrays are considered, recharge times increase dramatically (Signorelli et al., 2005). This indicates that once the resource has been exploited, it can no longer be considered safeguarded for future generations and the owners of the property served by the BHE will need to replace their heating system while the ground recovers. In this paper, we consider sustainability within the framework of ensuring the availability of the resource for future generations i.e., without the need to turn off the BHE to allow the resource to recover.
There is increasing evidence from both modelling and field studies to suggest that rapid development of the shallow geothermal resource via closely spaced BHEs could lead to thermal interferences and reductions in subsurface temperatures that cause decreases in heat pump efficiencies in heat-demand dominated schemes (Vienken et al., 2015; Casasso and Sethi, 2019; Meng et al., 2019; Vienken et al., 2019; Abesser et al., 2021). Even “local” systems need to be considered and monitored at the district and/or city scale to enable effective management of the subsurface thermal regimes (Epting et al., 2017; Mueller et al., 2018; Bayer et al., 2019; García-Gil et al., 2020). Intriguingly, García-Gil et al. (2020) report an example in Zaragoza, Spain, in which the groundwater flux had the positive (and accidental) effect of transferring rejected heat from a cooling-dominated BHE system down gradient to a heat-only BHE extraction system. The authors term this a “nested BHE system” and it raises the possibility that, with careful planning, design and management, groundwater flux could be harnessed to transfer stored heat to BHEs further downstream within a district-scale scheme.
BHEs are a form of electrification of heat, transferring demand from the gas network, which, in the United Kingdom, currently accommodates an order of magnitude higher seasonality than the electricity grid and has the capacity to match extremely fast ramp up speeds associated with daily heat demand patterns (Wilson and Rowley, 2019; Gluyas et al., 2020; Mouli-Castillo et al., 2021; Scafidi et al., 2021). Therefore, as the proportion of renewable electricity generation increases, thermal energy storage and demand side response will become increasingly important to minimize the impact on a renewables dominated electricity grid (UK Government, 2020a; Revesz et al., 2020; Scottish Government, 2021a).
In the United Kingdom, abandoned mines are being considered for both geothermal renewable heat and thermal energy storage as approximately 25% of housing and businesses overlie legacy flooded coal mines (Banks et al., 2009; Banks et al., 2019; Gluyas et al., 2020; The Coal Authority, 2021). Key advantages of mine water geothermal schemes include the elevated flow rates e.g. up to 150 L/s at Dawdon mine, United Kingdom (Bailey et al., 2013), elevated mine water temperatures e.g., on average 17°C for Scottish coal fields (Gillespie et al., 2013), potential socio-economic regeneration of disadvantaged areas (Gluyas et al., 2020; Kurek et al., 2020), and CO2 savings when replacing fossil-fuel based heating and cooling systems (e.g., ∼65% savings at Heerlen, Netherlands, and ∼39% savings at Barredo, Spain (Verhoeven et al., 2014; Peralta Ramos et al., 2015). Todd et al. (2019) provided a theoretical estimate of the sustainable heat production from abandoned coal mines in Scotland and the wider United Kingdom and concluded that, although a large amount of energy is present in these systems, they could sustainably provide approximately 2–8% of Scotland’s annual domestic heat demand and 1–5% of the United Kingdom domestic heat demand respectively.
Gluyas et al. (2020) produced a theoretical estimate of the thermal energy storage in United Kingdom mine water systems of 32 TWh based on raising the entire estimated mine water volume by 10°C. Some of this thermal energy could be provided by harnessing the estimated 46 TWh per annum recyclable heat currently expelled to the atmosphere from a wide range of sources in the United Kingdom, e.g., industrial processing (food, drinks, cement, ceramics), and data centres, to create a geothermal circular heat network (Albert et al., 2020; Gluyas et al., 2020). However, the elevated transmissivities of mine workings mean they are atypical storage complexes because the thermal resource is advected away from the storage site (Fleuchaus et al., 2018; Pellegrini et al., 2019).
This creates a paradox in which mine water geothermal systems could become more sustainable with thermal energy storage (and an important energy store), but some of the key benefits they provide (increased transmissivity and groundwater flux) are not compatible with the traditional sense of underground thermal energy storage.
These benefits do, however, raise the possibility of a novel approach that builds on the observations of García-Gil et al. (2020) and transforms the liability of groundwater flux for thermal energy storage into a key component of a subsurface energy transfer and storage system that we term a “geobattery.” At the centre of the concept is the creation of a geothermal circular heat network harnessing recyclable heat to recharge shallow geothermal resources via a transmissive subsurface pathway such as legacy mine workings. We focus on ensuring the long-term sustainability of closely spaced BHEs to facilitate the rapid growth of this technology in the United Kingdom to meet its Net Zero ambitions.
In this concept paper we first discuss the heat balance and sustainability of BHEs in a heat-demand dominated climate, before introducing the key components of the geobattery and how strategic recharge could minimize subsurface temperature decline, safeguarding shallow geothermal resources for future generations and avoiding potential negative environmental impacts. We then present a case study near Edinburgh in Scotland, discuss the potential advantages of this technology and the challenges to overcome to maximize its potential.
GEOBATTERY CONCEPT
The Geothermal Heat Balance in Heat-Demand Dominant Climates
The general warmth of the ground is a consequence of the absorption of the heat flux and has been established over thousands of years. The temperature of the near surface is controlled principally by two main sources of heat which have been stored over geological time; solar radiation and the inherent heat flux from the Earth’s hot core to the surface. Climate variations clearly have a secondary influence and recently, urban settings are seeing an anthropogenic signal known as the Urban Heat Island Effect (Benz et al., 2015; Rivera et al., 2015; Bayer et al., 2019). The seasonal solar flux controls the temperature of the near surface [∼10–20 m depth (Rybach and Sanner, 2000; Rybach and Eugster, 2010)], with warmer seasons seeing heat energy conduct downwards into the near surface, and during colder seasons heat is lost from the surface. Within most of the United Kingdom the overall seasonal heat flux lost from the surface equates to the geothermal heat flux normal to the Earth’s surface of ∼0.063 W/m2. This flux is driven by a general geothermal gradient of the order of 3°C/100 m increase in depth. There are regional variations dependent on local geological and hydrogeological conditions, but the average value given expresses a reasonable initial estimate of the amount of sustainable heat available. On warm sunny days the direct solar insulation (incident radiation) can be as much as 100 W/m2, but after the various reflection and cooling processes occurring within the upper soil layers, the seasonal average equates to a cyclical amplitude of around 8 W/m2 for meteorological data from the Glasgow area, but a yearly balance of −0.063 W/m2. Significantly more and the surface would be a lot warmer, significantly less and the surface would be a lot cooler. Extraction of heat at a rate greater than 0.063 W/m2 will lead to ground cooling, as the stored energy is being removed in addition to the sustainable heat flux.
According to the UK’s Office of Gas and Electricity Markets (OFGEM), the medium typical domestic consumption value (TDCV) (used here as a proxy for annual heat requirement of a standard house) is of the order of 12,000 kWh/year (OFGEM, 2021b). This equates to a heat demand of ∼1.4 kW per house, or ∼18 W/m2 assuming an average property spatial footprint of ∼78 m2 (OFGEM, 2016). Supplying this by capturing only the geothermal heat flux of 0.063 W/m2 leads to an area (footprint) for sustainable geothermal heat recharge of ∼5 United Kingdom acres (∼20,000 m2) per house i.e., >250 times the average property spatial footprint. For this preliminary analysis we do not consider the heat demand of multi-property buildings such as flats in which population density and heat demand may be much higher. Although this analysis considers only conductive recharge, Abesser et al. (2021) and Meng et al. (2019) confirm that, even when considering additional thermal recharge from groundwater flow, increasing the spatial density of ground source heat pumps particularly in urban/semi-urban environments will lead to depletion of the thermal resource and unsustainable extraction of geothermal energy i.e., “heat mining.”
The “geobattery” concept therefore aims to harness recycled or renewable heat to thermally recharge this shallow geothermal resource via legacy mine workings or other permeable aquifers and transport it to end users. The aim is to produce a balanced and sustainable low/very-low enthalpy geothermal resource capable of sustaining ultra-low carbon heating to thousands of homes and businesses. A key component of this concept is to use the subsurface as a transport medium from the heat source to a multitude of potential users kilometres down gradient. Figure 1 shows a conceptual model of the geobattery, connecting heat producers and heat consumers via a subsurface transfer pathway. We identify three key components:
• Readily available heat source(s)
• Suitable subsurface hydrogeology
• Heat users
[image: Figure 1]FIGURE 1 | A schematic diagram of the geobattery concept showing the recyclable heat source (Advanced Computing Facility – ACF) that is extracting water to meeting the cooling load, and reinjecting the water into shallow mine workings that act as the transport pathway. Multiple heat users are located down gradient of the heat sources. Heat extraction is via borehole heat exchangers, either in arrays or in small clusters for smaller communities. Heat is advected within the mine workings and conducted towards the shallow geothermal resource to improve sustainability.
A geobattery system could harness heat from three different potential heat sources. Firstly, excess heat could be supplied by data centres, waste incineration plants, and other industrial processes in the vicinity of the geobattery, and secondly, primary heat from renewable generation such as solar thermal, a technology that is currently being tested in Bochum, Germany (Hahn et al., 2018) and has recently gained funding from the UKRI (www.ukri.org, 2021). A third potential heat source is from excess renewable electricity that could be converted to heat for storage, particularly as storing heat is cheaper than storing electricity (Elliott, 2016).
In Figure 1 we have chosen to include a data centre (the Advanced Computing Facility, ACF) as the excess heat source for the geobattery, and represent the subsurface heat transport pathway as an abandoned mine system as we will introduce a case study that targets this heat source and subsurface hydrogeology. Nevertheless, the concept could equally apply to shallow aquifers with significant groundwater fluxes as part of a smart balanced energy network (e.g., Revesz et al., 2020). Abandoned mine workings can sustain significant groundwater fluxes due to the elevated permeabilities created by the extraction of the coal and the subsequence collapse of overlaying strata creating fracture networks in addition to any remaining void space (Younger and Robins, 2002). They are currently being considered as potential renewable heat resources in their own right, and it should be noted that development of a geobattery would not preclude the use of target mines as traditional mine water geothermal heat resources. In fact, a geobattery could be seen as a complementary technology as additional heat injected into the mine would also serve to improve any potential open-loop mine water heat resource. Careful design would be needed to ensure successful integration of the two systems.
Advective heat transport is dependent on a multitude of factors including mine geometry, void geometry and material properties, connectivity, and flow rates (Loredo et al., 2017) and requires site specific investigations to accurately assess. Nevertheless, open mine voids and connected fracture networks represent preferential flow paths in the subsurface and can be expected to facilitate heat transport over kilometres in short timescales (∼weeks to months) thus, enabling thermal recharge to the subsurface at a significant distance away from the heat supply source. Figure 1 shows the advective heat flux transporting heat within the mine workings, raising the temperature of the mine itself and creating an increased geothermal gradient for conductive heat transfer towards the shallow geothermal resource.
For the geobattery concept we have assumed a heat extraction technology of borehole heat exchangers located in the near subsurface. We have focussed on this technology for several reasons. Firstly, BHEs are a commercially mature technology that have seen widespread deployment in other countries and are a suitable for both retrofit in urban areas and primary installations for new developments due to their low areal footprint (Walch et al., 2021). This makes them attractive and a likely technology to be implemented if the United Kingdom shallow geothermal resource is to be rapidly developed. In addition, heat extraction in this way does not involve producing mine water, avoiding all the associated complications that can bring e.g., geochemical precipitates (Bailey et al., 2013; Banks et al., 2019; Banks et al., 2009), uncertainties associated with drilling into mine workings at depth (especially pillar and stall mine workings) (Walls et al., 2021), or the need for a fluid abstraction license (Abesser et al., 2018; Monaghan et al., 2021). However, in the United Kingdom there are currently no regulations or licensing with respect to BHE deployment. This means that a rapid rise in installations could cause significant heat mining, particularly as there is currently no requirement to even register the location of the installation, potentially leading to unintended thermal interactions (Abesser et al., 2018). We therefore focus on BHEs to investigate whether sustainable geothermal utilization could be achieved with this “off-the-shelf” technology in heat-demand dominated climates when combined with a geobattery.
A Generic Example
To demonstrate the sustainability of heat extraction from a BHE with and without a geobattery, we develop a 2D finite element fluid flow and heat transport solution in OpenGeoSys (Kolditz et al., 2012) to simulate thermal drawdown through time considering recharge from a mine water system. These results are then used to determine the benefits of a geobattery system through improving the sustainability of the resource by ensuring its availability for future generations. The model consists of 4 boreholes located 30 m apart at 40–90 m depth with continuous extraction of −1,500 W for a period of 40 years (to match the average household heat demand described earlier). This duration is longer than the typical 20–30 years design lifetime for a heat demand dominated BHE, and also does not consider how heat demand might vary in the future, but is used to evidence the potential advantages of a geobattery system.
For the reference model we simulate a mine that is situated 30 m directly below the BHEs. The mine is modelled with a porosity of 10%, a specific heat capacity of 1,200 J/kgK, and a thermal conductivity of 0.31 W/mK within the ranges reported in the literature (Herrin and Demirig, 1996; Waples and Waples, 2004). The surrounding rock mass is assumed to consist of Carboniferous coal measures which are known to be very heterogeneous and heavily deformed such that they may not be horizontally bedded at a given site. We therefore calculate an effective thermal conductivity for the Carboniferous sequence from the Lower limestone to the Scottish Coal Measures both parallel and perpendicular to the stratigraphic units based on effective thermal conductivity data presented by Busby (2019). These values are 2.217 W/mK and 2.164 W/mK, respectively. For this simplified model we take a rounded average of 2.2 W/mK and 10% porosity.
Thermal diffusivity (m2/s) for the saturated medium is calculated within the model from:
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where [image: image] is the specific heat capacity (J/kgK), [image: image] is the thermal conductivity (W/mK), [image: image] is the density (kg/m3), and [image: image] is the porosity (−). The subscripts w and r refer to the water and rock respectively. Here we assume a density of 1,000 kg/m3 for the fluid and an isotropic density of 2,500 kg/m3 for the rock, a fluid thermal conductivity of 0.6 W/mK, and specific heat capacity of 4184 J/kgK and 1,200 J/kgK for the water and rock respectively. This results in a thermal diffusivity of 6.54 × 10−7 m2/s.
Each borehole extracts heat for a single house which is assumed to have a total area available for heat extraction of 900 m2, corresponding to an area 30 m thick, 15 m either side of the BHE. This estimate aims to be a middle ground between semi-urban areas where spacing may be closer (e.g., Signorelli et al. (2005) simulate 7.5 m spacing and Walch et al. (2021) consider 5 m spacing for longer BHEs), and rural locations where BHE spacing could be much larger.
Typical design lifetimes of BHEs are in the region of 20–30 years, after which the BHE may be turned off to allow ground temperatures to recover through natural thermal recharge. Figure 2A shows the BHE configuration in relation to the mine and Figure 2B shows the BHE temperatures, calculated as the mean over the BHE length, for 20 years operation and 20 years recharge. The results show a thermal drawdown of 7.08°C for BHE2 and 3, and 6.05°C for BHE1 and BHE4. The difference is caused by the larger volume for thermal recharge accessed by BHE1 and BHE4 that are on the edge of the array. After the BHE extraction is stopped, temperature recovery is initially very rapid due to higher thermal gradients in the vicinity of the BHE but the rate then gradually reduces through time. After 20 years recovery in our model there is still a thermal deficit of 2.73°C and 3.58°C for BHEs 1 and 4, and BHE2 and 3 respectively. This shows that BHEs are a renewable technology but, under these conditions they cannot be considered operationally sustainable because they require turning off to recover the resource for future generations.
[image: Figure 2]FIGURE 2 | Model configuration (A) and BHE temperatures for the BHE array for a 20 years operation period and 20 years recovery (B). Temperatures are calculated as the average over the BHE length. The symmetry of the generic model means that BHE1 and 4, and BHE2 and 3 produce the same results. Thermal recovery is initially rapid after the BHEs are switched off due to the high thermal gradients in the vicinity of the BHE, but the rate of recovery gradually reduces through time and full recovery is not achieved after 20 years.
We consider thermal recharge from a geobattery concept to compare the sustainability of continuous extraction from a BHE array over a 40 years period with and without artificial thermal recharge. Figure 3 presents the temperature change results from two scenarios—with and without geobattery recharge for 40 years. In a first scenario, heat recharge is only provided through a constant geothermal heat flux of 0.063 W/m2 entering the model at the bottom and coming out at the surface (i.e., yearly balance of cyclical solar flux), maintaining a natural geothermal gradient of 0.031°C/km. In a second scenario, a geobattery system is modelled as a constant 30°C heat source within a mine gallery located below the BHEs. In this scenario, heat extraction from the BHEs (that have an initial temperature of 11.02°C calculated from the average over the length of the BHE) starts simultaneously with the storage of heat within the mine gallery, where heat is assumed to be uniformly distributed within the whole gallery (i.e., ignoring the effects of heat advection within the mine). Over time, the diffusion of heat from the mine towards the borehole permits, in the absence of groundwater flow, the provision of additional heat recharge to the heat extraction area. The amplitude of the heat recharge to the boreholes therefore depends on several parameters, such as the distance between the geobattery to the heat extraction system, any time lag between the onset of heat storage and heat extraction from the BHEs, the thermal diffusivity of the ground, and on the presence of advective heat transfers induced by regional groundwater flow.
[image: Figure 3]FIGURE 3 | Temperature footprint induced by constant heat extraction from 4 BHEs at a constant rate of –1,500 W for 40 years in a scenario without geobattery (A) and with geobattery (B), corresponding to a 30°C heat store in a mine gallery.
The temperature time-series displayed in Figure 4A presents the average temperature over the borehole length in BHE2 and indicates that in the considered scenario, the effects of heat storage in the mine reach the central BHEs after ∼2.5 years. After 20 years of operation, the presence of a geobattery system reduces the total temperature drawdown ΔT from –7.06°C to –4.71°C at BHE2 and 3 and from –6.02°C to –4.72°C at BHE1 and 4, relative to a scenario without the geobattery. After 40 years thermal drawdown in the non-geobattery model produces potentially uneconomic temperatures of 0.37°C in BHE2 and 3, and 2.25°C in BHE1 and 4 (ΔT of 10.65°C and 9.77°C respectively). However, thermal recharge from the geobattery limits thermal drawdown resulting in temperatures of 5.07°C in BHE2 and 3, and 6.09°C in BHE1 and 4 (ΔT of 6.95°C and 5.93°C respectively).
[image: Figure 4]FIGURE 4 | Summary of geobattery benefit analysis. (A) illustrates the change in BHE temperature over 40 years with and without the geobattery providing heat recharge. (B) illustrates the ratio of compressor work required by the heat-pump to meet the target temperature of 78°C, with and without the geobattery. Temperature inputs from the first top-left graph are used. (C) uses the work consumption of a heat pump with and without geobattery to determine the cumulative use over 40 years. This assumes the 1.5 kW heat production from the BHE as per the modelling example above. (D) the sensitivity analysis indicating the percentage reduction in the cumulative work consumption after 40 years of use for different heating system temperatures, and for each of the four boreholes considered in the model.
Thermal drawdown is largest at the two central BHEs because the volume available for heat extraction is limited by the presence of the other BHEs. BHE1 and BHE4 have additional recharge from storage from the surrounding rock mass. The reduced thermal drawdown of the geobattery model indicates that the presence of a constant heat store in the vicinity of BHEs increases the longevity of heat extraction technologies by creating a sustainable heat resource in the ground.
Quantifying the Benefits of the Geobattery
Figure 4A shows how the geobattery modelled in the example above results in economically viable ground temperatures even after 40 years of operation. It highlights how the use of ground source heat pumps without the geobattery might lead to very low temperatures (∼1°C in our example after 40 years). These temperatures could result in environmental issues, in extreme cases leading to a freezing of the ground in the vicinity of the BHE, which could be considered an ultimate operational limit for BHEs. These results also compare favorably to the limited lifetime model of the BHEs presented in Figure 2, ensuring that temperatures in BHE2 after 40 years of operation are higher than after 20 years of operation without a geobattery. Although these results indicate clear benefits of improving the longevity and sustainability of the resource as well as reducing the impact of thermal interferences, it is important to develop further quantitative metrics for the evaluation of the geobattery for the user i.e., the benefits over and above those already presented by BHE-supplied heat pump systems.
We perform an analysis using the temperature from BHE2 modelled above as input to the heat pump system. The target heating system temperature is assumed to be 78°C, which is recommended for central heating systems with gas boilers in the United Kingdom. However, we also include a sensitivity analysis with the heating system temperature ranging from 20°C to 80°C to cover most of the end use cases depending on the building stock it is used to heat e.g. in a modern well-insulated house with underfloor heating the heat pump can supply heat at a lower temperature (and therefore higher coefficient of performance (COP)) than a poorly insulated house that uses wall-mounted radiators to distribute heat. We calculate the maximum heat pump COP using the inverse of the Carnot Efficiency (Eqs 2, 3).
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where [image: image] is the Carnot Efficiency (Çengel and Boles, 2011)
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where [image: image] is the temperature of the cool reservoir and [image: image] is the temperature of the hot reservoir. We assume that the ratio of the theoretical maximum COP to actual COP is 50% ([image: image]). This gives us the estimated actual COP for our heat pump (Eq. 4).
[image: image]
Figure 4B indicates that the amount of work required from the compressor of the heat-pump supplied by BHE2 (centred above the recharged mine) will decrease over time compared with a system without the geobattery. In the case studied, after 40 years, the geobattery could reduce the amount of work required by 10% compared with a user of a heat pump in an area not served by the geobattery. These savings are likely to be lower in some of the other wells modelled or in cases where the BHE is not directly above the heat source, but these differences are a function of the distance of the BHE from the recharged mine, which could be carefully considered when designing an integrated system.
The benefits of the geobattery over the lifetime of the project in terms of cumulative work by the heat pump are presented in Figure 4C. Indeed it is important to understand what benefits are to be had when considering the entire period of operation of the system. The graph indicates the cumulative work required by the compressor over the lifetime of the system i.e., 40 years. We see that over time the savings in work required by the heat replenishment from the geobattery will start to add up. We note that this cumulative reduction in work saved is not drastic and that would not lead to significant cost savings to the end user. Although the geobattery provides means of maintaining the original efficiency of the system its true value lies in maintaining the ground temperature at environmentally sustainable levels, enabling the continued supply of heat after 40 years (or more) compared with the limited lifetime model portrayed by Figure 2.
The final graph in Figure 4D shows how much work has been saved cumulatively after 40 years of operation for all four BHEs considered in the model above. We indicate how the system would perform as a function of the central heating system temperature that the heat pump has to deliver. For reference, current advice in the United Kingdom for a boiler central heating system is to set the temperature at 78°C. However, modern heat pump installations such as the ones installed in new builds could operate at lower temperatures, for example 50°C. In such cases, as much as 7% of the total work required over 40 years of operations could be saved by the user. This is particularly important in the context of reducing demand on a renewables dominated electricity grid and also achieving Net Zero because a major way to reduce carbon emissions is by reducing energy usage.
Non-Concurrent Geobattery Effects
In our model we simulate the annual heat demand of a typical UK house over a year supplied by constant heat extraction through the year. In reality, BHEs thermal loads vary on the daily scale and by the seasons (Rybach and Eugster, 2010; Walch et al., 2021). As we are interested in the long-term effects of heat extraction on subsurface temperatures we also consider a scenario with sinusoidal heat loads (similar to Walch et al. (2021)) based on annual heating cycles of 8 months heating, 4 months recharge. Figure 5 shows results for BHE1 and 4 (left), and BHE2 and 3 (right) of the reference model and multiple non-concurrent geobattery scenarios discussed later in this section. It can be observed (light blue line in Figure 5) that the cyclical heat production with intermittent recharge causes an annual variation in subsurface temperatures, but that these do not alter the overall impact of recharge from the geobattery (i.e., compared with the reference model with geobattery—red line in Figure 5).
[image: Figure 5]FIGURE 5 | Modelled temperatures at the BHEs for different scenarios of geobattery development. In the reference model the BHEs are arranged symmetrically above the mine so BHE1 and 4, and BHE2 and 3 have the same response. The solid black line represents the base reference model with no geobattery, while the red line includes thermal recharge from a geobattery. The dashed dark blue lines represent the pre-heating models and the dashed purple lines represent the pre-extraction models. Also shown is the sinusoidal cyclic extraction model (light blue) verifying the annual mean heat extraction approach.
Banks, (2016) and Banks et al. (2019) indicate that the timing of a mine water heat development with respect to the infrastructure development (new houses/municipal buildings etc.) is of vital importance to the successful development of the resource. There may be a mine water heat resource available but it needs to be considered right at the start of a new development plan e.g., Seaham Garden Village close to Dawdon mine water treatment scheme (The Coal Authority, 2021). The geobattery concept aims to supply heat to shallow geothermal resources at a much larger scale than a single development and as such will not be developed at the same time as all infrastructure development. To determine the impact of temporal offset between geobattery development and BHE installation we use our generic model to investigate two further scenarios—one in which the housing or infrastructure development occurs before the geobattery is developed (dashed purple lines in Figure 5), and one in which the development occurs after the geobattery is fully operational (dashed dark blue lines in Figure 5). The first scenario is applicable to a situation where BHEs have been installed as part of a rapid drive for decarbonisation of heat while the geobattery is developed to support this, and the second scenario is representative of new developments built to access the sustainable heat supply provided by the geobattery in a similar fashion to the inward investment and development at Heerlen, Netherlands (Verhoeven et al., 2014). For each scenario, three different time lags have been considered—5, 10, and 20 years before/after the geobattery development.
Figure 5 shows the temperatures at all BHEs for each of the considered scenarios; the reference model with no geobattery, the reference model with geobattery including annual average and cyclic heat demand, pre-heating of 5, 10, 20 years, and pre-geobattery BHE extraction of 5,10, 20 years. The geobattery clearly has a beneficial effect on the BHE temperature but this varies depending on the time of the geobattery development with respect to BHE installation and the relative location of the BHEs.
For the reference case with no thermal recharge from the geobattery (black lines on Figure 5) the BHE temperature continues to decline over the 40 year period until reaching 2.25°C in BHE1 and BHE4, and 0.37°C in BHE2 and BHE3. Thermal decline is slowed down after ∼2.5 years if the geobattery is concurrent with the BHE development (red lines on Figure 5). For all BHEs the geobattery tends towards steady temperatures sometime after the 40 years period modelled here, with greater thermal drawdown related to the BHE position within the array e.g., 40 years temperatures in BHE 1 and 4 are ∼6°C and ∼5°C in BHE2 and 3. The continued, but very gradual decline in temperatures suggest an almost balanced system in which the BHEs are extracting the close to the same energy as can be supplied by the geobattery. As might be expected the BHEs on the edge of the array see a reduced rate of decline as they benefit from a larger potential thermal resource volume. It should be noted that the model presented here is a simplified generic model to demonstrate the potential of the geobattery concept. Additional factors such as different injection temperature or different thermal diffusivity will influence the thermal recharge capacity of the geobattery.
The scenario that represents a later development after the geobattery is operational (pre-heating) (dashed dark blue lines in Figure 5) results in elevated starting temperatures for the BHE installation, which then follow a similar trend of steep initial reduction in temperature before approaching a steady state. The two main parameters controlling BHE temperatures are the length of pre-heating and the proximity to the recharge location i.e., the longer the pre-heating stage and the more central the BHE over the mine, the higher the initial temperature. However, lower temperatures after 40 years of operation for the central BHEs (2 and 3) compared with the edge BHEs (1 and 4) indicate that, although the geobattery recharge improves sustainability, it does not fully mitigate the impact of thermal interference.
For the case in which the BHEs are installed prior to geobattery operations (dashed purple lines in Figure 5) the results indicate that the geobattery is able to limit further temperature decline in all BHEs. For all BHEs, there is an initial continued decline in temperature as the heat from the mine is conducted towards the BHE. As the effects of heat injection from the mine propagates, the rate in temperature decline reduces, especially in BHE1 and 4. The longer the BHE extraction period pre-geobattery, the lower the final temperature, but the more steady the modelled temperature. This is because larger thermal gradients between the mine and the BHE result in a more significant contribution to the BHE temperatures. As such, the 20 years lag model indicates that for all BHEs, subsurface temperatures could be stabilised over the modelled time duration, albeit at a lower temperature than other modelled scenarios. For all scenarios with the geobattery the general trend indicates that the long-term BHE temperatures converge towards a steady value implying that a geobattery could ensure sustainability of the shallow geothermal resource for future generations.
The “Lag recharge” model results are further visualized as temperature recovery profiles in Figure 6 to demonstrate the potential for the geobattery technology to act as a mitigation technology if BHE installations cause significant heat mining in areas where a geobattery could be developed.
[image: Figure 6]FIGURE 6 | Analysis of the recharge potential to BHEs installed at different times prior to 20 years of geobattery operation. (A) 5 years of extraction, (B) 10 years of extraction, (C) 20 years of extraction, (D) no further extraction—BHEs in this configuration are not sustainable. The envelope of the results for all four BHEs are represented by the shaded areas with BHE1 and 4 (at the edge of the array) defining the top boundary and BHE2 and 3 (in the centre of the array) delimiting the lower boundary.
Thermal recovery is defined as the ratio of BHE temperature at a given time compared with the initial BHE average temperature (11.02°C). Our modelling indicates that the geobattery offers considerable benefit in all cases by reaching long-term stable BHE temperatures. As might be expected, the sooner thermal recharge occurs the greater the operational temperature, but there is a larger relative benefit of thermal recharge with increasing time lag between heat extraction and recharge.
Additional Scenario Impacts
An important consideration is that the thermal energy from a recyclable source such as the Advanced Computing Facility (ACF) may not be consistent due to different usage patterns and routine maintenance requirements, which is one reason that this potential thermal resource is not suitable for direct usage. Reduced usage of the ACF will influence the rate of fluid injection but not the temperature, while maintenance could stop injection altogether. To assess the impact of a worst-case maintenance scenario on geobattery performance, we consider the reference case and include a period of 1 month each year in which the mine temperature is reduced to the original ambient temperature. This could be considered a worst-case scenario in which background groundwater flow instantly cools the mine back to initial conditions. Figure 7 shows that there is a minor reduction in the thermal recharge for each BHE resulting in a reduction in BHE temperature after 40 years of ∼0.5°C and 0.7°C for the lateral and central BHEs respectively and that, unsurprisingly, the impact is greatest at the BHE directly above the thermal recharge/discharge. It does not significantly affect the long-term sustainability of the BHEs, however, when considered in this context. A further scenario of interest, given the complexity of mine water flow and potential heat transport, is the impact of the spatial location of the BHE with respect to the heat source i.e., the mine. Figure 8 shows the impact of the geobattery on BHE temperatures when the mine is laterally offset from the array. In this model BHE4 is closest to the mine and is positioned directly above it, and BHE1 is the furthest from the mine, offset by a distance of 90 m. In this case the geobattery offers a decrease in thermal drawdown for each of the BHEs but the impact is minor for BHEs that are offset from thermal recharge location.
[image: Figure 7]FIGURE 7 | Comparison between temperatures at BHE 1-4 considering constant thermal recharge from a geobattery (solid lines) and thermal recharge considering 1 month off for routine maintenance (triangles).
[image: Figure 8]FIGURE 8 | Temperature change distribution (A) and comparison of BHE temperatures with the geobattery (solid lines) and without (triangles) when the BHE array is offset from the mine (B). BHE4 is directly above the mine and BHE1 is offset from the mine by 90 m. The positive effect of the geobattery is still observed for BHE4 but the impact is reduced depending on BHE offset. Note, the colour-scale on the cross section is temperature change but the y-axis on the graph is modelled temperature.
CASE STUDY—MIDLOTHIAN, SCOTLAND
In our generic model, we demonstrate the clear potential to ensure sustainability of the shallow geothermal resource, as exploited by BHEs, through thermal recharge of an abandoned mine. Here we show the concurrence of the three main geobattery components at a case study location in Midlothian, Scotland (Figure 9), bringing together potential recyclable heat source(s), connected abandoned mine workings, and the potential users. Figure 9 shows the location of the Midlothian Coalfield mine workings in Scotland (hashed polygons in Figure 9) with the case study mine workings highlighted in red (geobattery) and purple (coolth store). The base map shows the current population centres that a potential geobattery could serve and also highlights the Shawfair development (green polygon), which is another potential large development in the area located above mine workings where a geobattery could also be developed.
[image: Figure 9]FIGURE 9 | Maps showing the case study location. The geobattery area (red) covers mine workings from Roslin, Burghlee and Ramsay collieries. The Bilston Glen mine workings (purple) are shown separately as the potential coolth resource. The Shawfair development (green) is shown for reference of a further potential location for a geobattery.
Heat Producers
A key component of the geobattery concept is a readily available and easily captured source of recyclable or renewable heat. In the case of a data centre, cooling is required to keep hardware operating within an optimum temperature range. Today in most data centres, IT hardware is both direct water cooled (via water directly traversing the computer motherboards), or air cooled with the expelled warm air being cooled through Computer Room Air Conditioning (CRAC) units. In both cases the product is warm water which is cooled largely by air-cooled radiators (some use an adiabatic process) on the roof of the data centre with some mechanical water chilling on the warmest days. However, this cooling demand may be met by a water-cooled system which could be fed by abstraction from a coolth store (in this case deeper, disconnected mine workings). The heat exchange with the data centre warms the mine water which is then reinjected into the shallow subsurface heat transport pathway.
For this case study, we have identified a recyclable heat source to be the Advanced Computing Facility (ACF) at Easter Bush, near Edinburgh. Currently, the ACF uses a closed-loop water-cooling system to ensure a constant working temperature for the data centre. The ACF is split into four computer rooms, each hosting equipment with slightly different thermal and cooling characteristics. For many years, inlet water temperatures on supercomputer systems were around 15°C with outlet water temperatures of around 25°C. Modern supercomputing technology allows systems to run at much higher inlet temperatures. Some of the systems at the ACF today run at an inlet temperature of 25°C and we expect the next generation of system—an Exascale supercomputer—to run at an inlet temperature of 32°C. Outlet water temperature is likely to be around 45°C. Currently this excess heat is released to the atmosphere such that the water re-enters the cooling system at anything between 16°C and 25°C. The current capacity of the ACF requires a 3 MW cooling facility but is expanding to around 6 MW by the end of 2021 i.e., 6 MW of heat will be released to the atmosphere. With future development of computational facilities this could significantly increase up to 30–35 MW. An Exascale supercomputer service is expected to require 25–30 MW and existing equipment will require around 5 MW. Available power to the ACF site by the end of 2021 will be 38 MW.
Considering a modern-day cooling system with a ΔT of 15°C, the maximum heat production/cooling system operation of the ACF (6 MW at end 2021), requires a flow rate of approximately 85 L/s. The geobattery concept could be achieved using heat exchangers between the ACF facility and the mine water facility such that the expected 45°C water at the outlet of the cooling system exchanges heat with the mine water facility rather than the atmosphere. Mine water temperatures measured in Bilston Glen Colliery measured at 670 m depth a 15°C (Gillespie et al., 2013). Therefore, removing 15°C of heat (45°C to ∼30°C) from the cooling system would raise the temperature of this mine water to 30°C at reinjection (used as the estimated mine temperature in our modelling).
If we take the OFGEM estimated heat demand for an average house in the United Kingdom (1.4 kW), 6 MW of excess heat could supply over 4,250 homes. Future expansion of high performance computing technology and capacity combined with expected reductions in heat demand through building fabric improvement, suggests that data centres could be a significant future heat resource. However, the ACF cooling demand is not constant and as such, underground thermal energy storage offers a solution to smooth out the peaks and troughs of heat generation. Although we have here focussed on an existing and readily available source of excess heat, we envisage that the geobattery concept would eventually provide opportunities for multiple low temperature heat producers, e.g., solar thermal plants, to connect into the system, much in the same way that has happened at Heerlen, Netherlands (Verhoeven et al., 2014). Further possible geobattery sites are expected to exist where heat sources are co-located with abandoned coal mine workings.
Suitable Subsurface Hydrogeology
Typically, energy storage is based on the principal that one is able to recover a high percentage of the energy that you store, whether that is in the form of compressed air, methane, hydrogen, or heat (e.g., Aquifer Thermal Energy Storage). It is generally desirable in underground energy storage systems therefore, for the injected energy to remain in close proximity to the injection site (or at least the extraction site if they are not co-located), so significant subsurface groundwater flux is typically undesirable (Pellegrini et al., 2019). However, the geobattery concept aims to transform the potential disadvantage of natural groundwater flux into a key advantage. By targeting a hydrogeological system with elevated permeability pathways e.g., a legacy coal mine, the background groundwater/mine water flux can be exploited to transport the injected heat to downstream users. We propose that the recycled heat is injected into the subsurface geobattery via a series of injection boreholes within main spine roads, which are underground roadways connecting mine workings that are expected to remain as an open void.
All energy transport, e.g., the gas network or electricity grid, inevitably results in losses from the transport system, but in this case the heat losses to the subsurface environment are part of the design—they represent energy stored that recharges BHEs. In essence, ‘losses’ from the transport system charge the geobattery.
Key to any mine water geothermal scheme is a good understanding of the subsurface in order to characterise potential flow paths. Here we have used openly available information; subsequent feasibility investigations would require detailed study of mine plans. The work below aims to demonstrate the potential for a geobattery development at this site.
The ACF excess heat source described above is located approximately 400 m southwest of historical shallow coal mine workings, part of a sequence of coals mined from the Burghlee, Ramsay and Roslin collieries (Figure 10). Mining began at these three collieries in the late 1800s/early 1900s and coal was extracted from the Upper and Lower limestone and limestone coal formations, all part of the Clackmannanshire Group. Mining occurred in numerous coal seams in these formations, with the main coal seams mined shown in stratigraphic order in Table 1. The Clackmannanshire Group comprises cyclical sequences of sandstone and siltstone beds interbedded with mudstones, limestones and coals (Ó Dochartaigh et al., 2015). The group is part of a large syncline creating a SW-NE trending valley stretching to the Firth of Forth. The Roslin, Burghlee and Ramsay collieries are located on the western side of the syncline and the worked coal seams dip steeply to the southeast, with an average dip of 46°.
[image: Figure 10]FIGURE 10 | Outlines of worked coal seams and shaft locations in the connected Ramsay, Burghlee, and Roslin mine workings. The deeper, disconnected Bilston Glen mine workings are shown in the hashed polygons. The estimated mine water flow direction is shown by the blue arrow and the NE-SW trending black line is the location of the schematic cross-section in Figure 11, chosen to be parallel to the flow direction.
TABLE 1 | Main coal seams mined from Burghlee, Ramsay and Roslin collieries in Midlothian in the south east of Scotland, including alternative seam name.
[image: Table 1]The mines were closed in the late 1960s following nationalisation and a new “super-pit” at Bilston Glen took over coal production. Bilston Glen targeted deeper coals with shafts significantly deeper than the shafts at Burghlee, Ramsay and Roslin (Table 2). While the shallower mine workings are known to be interconnected and can be counted as a single unit, there is no evidence that they are connected hydrogeologically to the deeper mine workings from Bilston Glen. The indicative extent of mine workings from all four collieries, along the cross-section line in Figure 10, are shown in Figure 11. The depths are based on data available along the cross-section, but as the coal seams are also dipping to the south-east there will be deeper mine workings located away from the cross section. Data available indicates that workings in the Great coal seam from Burghlee and Bilston Glen are separated approximately 200 m laterally in this location. Vertically, coal seam levels in the Great coal seam (from Burghlee) are at least 60 m above the Coronation coal seam (from Bilston Glen). This suggests the Bilston Glen mine workings are not hydraulically connected to the shallower mine workings.
TABLE 2 | Pump depths and pumping rates data from 1964 (British Geological Survey, 2021).
[image: Table 2][image: Figure 11]FIGURE 11 | Schematic cross section showing relative depths of mine workings and selected worked coal seams (where data are available). The location of the Advanced Computing Facility (ACF) is shown by an orange star.
The Clackmannanshire group is classed as a moderately productive aquifer (Ó Dochartaigh et al., 2015) although the aquifer properties will have been significantly altered due to mining. The shafts associated with Burghlee, Ramsay and Roslin have been infilled so there is limited specific hydrogeological information available. Groundwater will preferentially flow along mined pathways and even if the mine voids have collapsed, deformation of the surrounding rock will cause changes in transmissivity (Younger and Robins, 2002; Andrews et al., 2020).
A river and two tributaries cross the coalfield area. It is unclear whether these surface water courses discharge into the mine workings. There is anecdotal evidence that they are culverted over the mined area but the condition of the culverts is unknown (URS, 2014). Robins (1988) indicates that the regional groundwater flow direction in the Midland Valley groundwater province is likely to follow the major surface divides, draining to the major rivers. In this study area, these rivers flow SW to NE. Dewatering for the mining activities will have altered the local flow paths but there is evidence to suggest the water levels have now rebounded. In the absence of specific hydrogeological data for the mined unit it is reasonable to assume, therefore, that the groundwater flow direction in this area is again aligned with the regional groundwater flow direction. Groundwater level data available from BGS (BGS, 2021) gives an indication that the groundwater gradient is from the SW to the NE corroborating the findings of Robins (1988). A hydrogeological conceptual model would be developed as part of the feasibility process for the project to ensure that the recycled heat will be transported to the identified heat users. This would include obtaining Coal Authority monitoring data (water levels and discharge flows) in the area to gain an understanding of the mine water flow direction and, should the data be of limited extent, exploratory investigation wells would need to be constructed to confirm this key assumption.
Two adits (an entrance to an underground mine), Burghlee and Roslin, were used to dewater the shallow mine workings during mining which are both reported as being filled (URS, 2014). Mine water discharge from the connected shallow mine workings would be at the lowest mine entrance which is likely to be Burghlee adit at 110 mAOD on the banks of Bilston Burn. Water quality sampling of the Bilston Burn undertaken in 2018 (Norris, 2018) indicates that there is a significant change in electrical conductivity downstream of the likely location of the Burghlee adit. Although this is a single sample point it indicates the likelihood that water levels have rebounded in these shallow mine workings. This chemistry change is upstream of the Bilston Glen mine workings which are known to be connected to discharge from an adit at the other side of the syncline so it is unlikely to be a result of discharge from the deeper mine workings.
Sustainable Heat Available
An estimate of the sustainable heat available in the mined area can be derived following the methodology presented in Todd et al. (2019). Following the assumption that the radiative surface flux is approximately equal to the geothermal flux (otherwise the ground would be constantly heating up), the available sustainable energy can be determined from the geothermal flux over the mined area. Considering a geothermal heat flux of 0.063 W/m2 over the mined area (∼2 × 107 m2 as estimated from mine plans of Burghlee, Roslin and Ramsay), the sustainable annual heat flux is calculated to be 1.3 MW. If the BHEs are spaced evenly over the entire mined area, this could provide heat for ∼930 homes (based on the 1.4 kW average heat demand). However, if significantly more heat than this is extracted, or the density of BHEs is too high (e.g., on a housing development) then the resource would be over-exploited and would eventually diminish, ultimately requiring the supplied homes to change how they are heated. Although this does not take into account any additional heat inputs into the system from recharge, future heat provided by the ACF, as indicated in the section above (30–35 MW), could potentially provide >20 times the cumulative geothermal heat flux for the entire mined area.
Heat Users
The Burghlee, Roslin and Ramsey collieries are situated to the SW of Edinburgh with multiple smaller built-up areas in between e.g., Roslin, Loanhead, and Lasswade. The groundwater flow direction identified earlier would transport the heat from the ACF through the mine workings towards these areas. Figure 12 shows the downstream location of these built-up areas with respect to the ACF and the geobattery, highlighting the spine roadways that represent injection targets and expected zones of effective heat transport in open voids. Heat networks are already present at each end of the geobattery, at the University of Edinburgh’s Easter Bush Campus (SW) and at Straiton industrial estate (NE). These would provide two existing users that this geobattery could feed into from the start while further infrastructure and BHE clusters are developed to supply the housing in the area.
[image: Figure 12]FIGURE 12 | A map of the area in which the geobattery could be developed showing the location of the spine roadways in the mine workings, the energy supply sources (excess heat sources), and the built environment in the background. Spine roadways represent target injection and transport locations for the shallow mine workings as these are most likely to remain open for effective heat transfer through the mine system. The Advanced Computing Facility (ACF) is shown by an orange star.
Figure 13 shows the planned and committed development for both housing and economic areas for Midlothian. Land for future housing developments has been strategically allocated around the villages of Bilston and Roslin (green areas), as well as south of Bonnyrigg, in Lasswade, and around Rosewell. Furthermore, there are three new school developments close to the geobattery area (one committed and two proposed). There are also likely to be developments nearby which are within Edinburgh City boundary and are therefore not shown on this plan. All of these potential developments could connect into the geobattery to supply low carbon heating.
[image: Figure 13]FIGURE 13 | Planned and committed developments in Midlothian near the geobattery (based on data from Midlothian Council, 2021). The Advanced Computing Facility (ACF) is shown by the orange star.
DISCUSSION
The geobattery concept presented in this paper is a novel utilization of abandoned mine workings to create a balanced and sustainable shallow geothermal resource for low carbon heating, by recycling heat from cooling facilities. Building on observations of positive interferences between borehole heat exchangers as a result of advective heat transport, so-called “nested BHEs” (García-Gil et al., 2020), the geobattery specifically targets elevated groundwater fluxes as a means to transport recyclable heat down gradient to recharge shallow geothermal resources. Through harnessing recyclable heat to offset energy input for domestic or commercial space heating, the geobattery is a novel example of a circular geothermal heat network.
We show that it is possible to improve, and potentially guarantee, the sustainability of shallow geothermal resources that derive their thermal power through conduction i.e., borehole heat exchangers. Our simplified generic model considers a BHE length of 50 m from which an annual average heat load is extracted that matches the annual average heat demand of a typical UK house. BHE’s are often numerically assessed in terms of performance with respect to inlet and outlet temperatures during periods of use and intermittent periods of no heat extraction e.g. during the summer months (Piotrowska-Woroniak, 2021; Walch et al., 2021). However, from a thermal resource perspective the recharge must match the extraction to prevent heat mining and the eventual diminishing of the resource (Casasso and Sethi, 2019; Zhao et al., 2020). To test the impact of intermittency on our results, the reference model with geobattery recharge was modelled with sinusoidal heat extraction for 8 months and no extraction (geobattery recharge) for 4 months (Figure 5). The results indicate that the constant heat extraction model adequately represents the temperature of the BHE.
It is important to note the model presented here is generic in order to demonstrate the geobattery concept and that there are several further assumptions made that have an impact on the results and conclusions regarding real world sustainability. These include the material properties of the subsurface, the temperature of fluid in the mine, and the distance of the BHE to the mine level. Here we estimate a thermal conductivity for a sequence of Carboniferous sediments and a constant mine temperature based on our current understanding of the geology and the potential thermal resource from an example heat source. However, variations in these values will influence the generic model results. For example, a lower thermal conductivity medium will reduce the ability for both the ground and the geobattery to supply heat to the BHE array, but if our assumption is on the low side then the sustainability gains from a geobattery could be greater than predicted by this generic model. Mine water temperatures vary across the coal fields of the United Kingdom (Farr et al., 2021), and as such the cooling demand of a data centre may produce different injection temperatures, and therefore sustainability gains, as modelled here. Alternative excess heat sources, such as waste incinerator plants or solar thermal installations may also be able to supplement injection temperatures for a geobattery, potentially increasing the sustainability gains. It may even be possible to monitor and manage the mine temperatures to optimize the thermal recharge to a BHE array. Further analysis of these variables here would not produce meaningful results because of the generic nature of the model but should be considered during feasibility assessments.
There are multiple factors affecting BHE sustainability, the most important of which are BHE length, the circulating fluid, borehole construction, and the thermal conductivity of the ground (Casasso and Sethi, 2014). Typically, one methodology to increase the density of BHE spacing is increasing BHE length, thereby reducing the thermal load per metre of BHE. This clearly comes with increased drilling costs, but we show that sustainability can be achieved through recharge from recycled heat as a means to increase BHE density while minimising BHE length. The impact of thermal recharge from the geobattery at each BHE is additionally a function of the distance between the BHE and the mine (both vertically and laterally), the location of other BHEs also extracting heat, the thermal diffusivity of the ground, and any time lag between the onset of heat extraction and heat injection.
We model an idealized situation of a constant temperature in the mine from thermal recharge of recycled heat and show that this can prevent heat mining as well as reduce the impacts of thermal interference between closely spaced BHEs. Although it only provides modest efficiency improvements in terms of thermodynamic work of the heat pumps of up to 10% (because the heat pumps can be efficient even at low temperatures), it futureproofs the shallow geothermal technology so BHEs can continue to contribute to a decarbonised heating sector for the long-term, especially if heat demand reduces in the future as a result of improved building fabric and/or warmer temperatures.
The UK Government commitment to rapid heat pump deployment places increased importance on heat storage and demand side response as an integral part of minimising the impact on the electricity grid (UK Government, 2020a). This could be realised through a variety of subsurface operations e.g., underground thermal energy storage (UTES) (Gluyas et al., 2020), aquifer thermal energy storage (ATES) (Pellegrini et al., 2019), or within sophisticated integrated networks balancing energy between multiple heat resources and stores (Revesz et al., 2020). Furthermore, the Scottish Government expects an increase in value of energy storage and is considering (recently legislated for) heat networks as potential storage facilities (Scottish Government, 2020; Scottish Government, 2021a).
We suggest that the geobattery concept is as a novel utilization of the subsurface harnessing the elevated permeability of the mine workings as a heat storage and transfer network. It is therefore different to UTES or ATES as the aim is to advect heat away from the injection site, while also being distinct from mine water geothermal schemes because the thermal energy is extracted using arrays of borehole heat exchangers that do not intersect the mine workings. It should be noted however, that the development of a geobattery does not preclude the development of a mine water heat scheme that targets the mine water itself for heat extraction. In fact, thermal recharge of the mine workings would add significantly to the available heat resource for such a scheme and should therefore be developed in conjunction with the geobattery to ensure an integrated, managed system. However, as the electrification of heat is proposed to take a prominent role in United Kingdom efforts to decarbonise the heating sector (UK Government, 2020a), here we have focussed on BHEs as the heat extraction technology due to their potential for rapid deployment.
Banks et al. (2019) discussed different methods for heat exchange with mine water geothermal systems, highlighting that the yield from conduction-based heat extraction systems (e.g., BHEs) is lower than open-loop systems involving abstraction and heat exchange with the mine water. In the cases described in Banks et al. (2019) the heat is extracted from one location and then distributed at the surface, either as a low temperature input fluid for a network of decentralised heat pumps or as higher grade heat from a centralised heat pump. In contrast, the geobattery concept utilizes the mine workings to distribute the heat in the subsurface in the manner of a decentralised heat network, thereby satisfying the heat demand locally. Consequently, the system is not limited in scale by its dependence on conduction as each individual BHE extracts just the energy that is needed to fulfil the heating demand of the building to which it is connected.
Decentralised heat networks have been shown to have significant environmental benefits. Verhoeven et al. (2014) reported the concept of a decentralised mine water heat network and associated CO2e savings of 65%, and Pratiwi and Trutnevyte (2021) conducted a life cycle comparison of different geothermal schemes in which decentralised heat networks consistently proved to have lower negative environmental impact than centralised heat pumps that then distribute higher grade heat. Much of the environmental impact of shallow and intermediate depth geothermal systems was found to be related to the surface infrastructure of a heat network and borehole drilling (Pratiwi and Trutnevyte, 2021). Although a full life cycle analysis is beyond the scope of this work, the geobattery would potentially reduce the impact associated with surface infrastructure but possibly increase the impact of borehole drilling. Such trade-offs would need to be carefully considered for geobattery development. Furthermore, the added benefit of recycling heat from industrial processes would need to be considered within a full life cycle analysis, particularly from a carbon savings perspective. Firth et al. (2019) suggest the benefit from recycling heat that is otherwise expelled to the atmosphere is from off-setting CO2 emissions from the heat generating process rather than reducing the direct heat emissions. For direct recycling within industrial processes, Firth et al. (2019) estimate CO2 savings could be as large as 10%–12%. The geobattery, however, would recycle heat for use by a separate user. Calculating the carbon saving benefit of the geobattery from our generic model would be heavily dependent on a range of assumptions both within the model (as above) and the wider application. For example, carbon savings will be a function of the heating technology the BHEs replace, the carbon intensity of electricity through time, the heat demand through time, and the emissions associated with the embedded costs of switching to another technology needed to replace the BHE after 30 years if it were not recharged by the geobattery. We have therefore focussed this paper on introducing the concept of the geobattery.
Key to all mine water schemes is an excellent understanding of the mine water reservoir characteristics. The mine “reservoir” can be extremely complex and depends on a wide range of factors (Walls et al., 2021). For example, Andrews et al. (2020) showed the importance of temporal evolution of mine collapse on the potential void fill architecture and the potential for that to influence the permeability of the system. Monaghan et al. (2021) identified multiple different mine facies from multiple boreholes drilled into shallow mine workings at the Glasgow Geothermal Energy Research Field Site (GGERFS) in Dalmarnock and Shawfield in Glasgow’s East End. Most mine water heat schemes aim to inject or extract from roadways that were used to transport the mined coal back to the surface remain open voids that can sustain high flow rates e.g. Barredo in Spain extracts ∼100–110 L/s (Peralta Ramos et al., 2015; Walls et al., 2021), but heat and water are also drawn from the worked areas whose hydraulic and thermal properties depend on the mining technique, roof and floor stratigraphy, and the state of collapse (Monaghan et al., 2021). All feasibility studies of potential mine water heat schemes require in-depth analysis of the mine plans but, as Monaghan et al. (2021) showed, even small uncertainties in georeferencing could cause boreholes to miss targets. Furthermore, the plans may be accurate at the point of closure, but subsequent collapse and deformation may mean that areas thought to be void spaces (e.g., stalls) are no longer as transmissive as may be expected.
While the geobattery relies on interconnected mine workings to transfer heat away from the injection point, the extraction of heat using a BHE is not as dependent on specific hydrogeological conditions as a typical abstraction based mine water heat scheme. These schemes require drilling into specific roadways or high permeability areas, which increases the uncertainty and impacts a developer’s business case (Townsend et al., 2020). Targeting a particular roadway is generally more difficult than determining the overall hydraulic connectivity of mine workings for a geobattery heat transfer, reducing the risk of a failed system.
Shallow geothermal resources are often considered to be renewable and sustainable sources of heat or coolth but there is increasing awareness that this is dependent on appropriate spacing and sizing to prevent thermal interferences (Vienken et al., 2015; Casasso and Sethi, 2019; Meng et al., 2019; Vienken et al., 2019; García-Gil et al., 2020; Abesser et al., 2021; Walch et al., 2021). Here we show that for conditions appropriate for a heat-demand dominated climate even a generous available land area for each property will result in heat mining. With the UK Government strategy to rapidly increase heat pump installation by 2030, failing to consider the need for recharge of the shallow geothermal resource will result in increasing demand on the electricity grid and other potential environmental issues as severe as ground freezing. The geobattery offers a method to ensure the sustainability of BHEs for the long term, helping meet our Net Zero ambitions.
A key principle in the drive for Net Zero is to ensure a just transition that “...ensures the benefits of climate change action are shared widely, while the costs do not unfairly burden those least able to pay, or whose livelihood are directly or indirectly at risk...” (Scottish Government, 2021b). The United Kingdom is an affluent country but many mining communities in the United Kingdom have suffered sustained economic downturns since the collapse of the industry, including high rates of fuel poverty, poor job quality, high unemployment, and poor health (Coalfields Task Force, 1998; Norman et al., 2014; Beatty et al., 2019). Kurek et al. (2020) showed that developing geothermal resources directly led to an improvement in many socio-economic indicators in geothermal provinces of Poland (another country with potential for mine water heat schemes), while Verhoeven et al. (2014) reported an increase in inward investment and attraction of new participants to the Minewater 2.0 project due in part to the 65% reduction in carbon emissions from the scheme. The geobattery offers an opportunity to create a circular geothermal heat network that could attract heat producing industries and stimulate the local economy in a manner that could ensure a just transition to a Net Zero economy (Scottish Government, 2021b). Through the creation of a long-term sustainable heat resource, the geobattery also has the potential to provide a locally resilient heating sector protecting customers from volatile energy prices as fossil fuels are phased out. A geobattery system may also provide a public health benefit by supplying warmer homes in areas characterized by poor public health (Norman et al., 2014). These wider benefits of a geobattery would need further quantification on a site specific basis.
Our preliminary analysis to quantify the benefits of a geobattery highlights that it should not be valued for its ability to provide small benefits in terms of daily operations, but rather for its potential to ensure the sustainability of the system in the long term, safe-guarding the shallow geothermal resource for future generations. Typically, potential financial gains in the future are considered to have less value than immediate gains in the short term, but this raises the question of how to value a geobattery system whose function ensures long-term sustainability of shallow geothermal resources, which directly contribute to reaching Net Zero emissions targets and reduce the future costs of dealing with excessive climate change. Future economic models of a geobattery would necessarily need to consider this potentially significant contribution.
While a system such as the geobattery could offer many potential advantages by recycling heat within a circular heat network and ensuring long term sustainability of shallow geothermal resources, it is, at this stage, a conceptual idea, albeit one which the authors feel warrants further investigation. To realize such a technology requires many technical, social, and economic factors to be considered. In addition to the geological complexity and corresponding hydrogeological uncertainty of mine workings, there is currently no legal framework to value heat as a resource in the United Kingdom. There are no models for heat ownership or supportive economic policies such as resource risk insurance (Dumas and Garabetian, 2018), and consequently a poorly developed heat market (Abesser et al., 2018). Currently the UK’s legislation and regulations consider heat either as a waste product or with respect to its impact on groundwater quality (Abesser et al., 2018; SEPA, 2019). Some argue that this has hindered the uptake of this technology in comparison to some European countries (Fleuchaus et al., 2018; Tsagarakis et al., 2020), while Abesser et al. (2018) indicate that a regulatory framework has greatly promoted the development of shallow geothermal resources in Germany.
In the following, we initiate a discussion about the regulatory and economic requirement attached to the sustainable management of mine water heat and shallow geothermal resources. This discussion aims to spur new research and engagement on the topic. We propose that systems like the geobattery could offer a platform to facilitate a regulatory and economic paradigm shift to manage and support the sustainable use of shallow geothermal energy resources. Because the net-energy savings between BHEs recharged or not recharged from the geobattery would be relatively minor from a user perspective and only worthwhile after 20–40 years, developing a business model centred on the added value to heat as a commodity is not feasible. One way to finance a geobattery could be operating it as a regulated service. An organisation could provide a management service to ensure the sustainability of the geothermal resource in exchange for a ‘sustainability fee’. This role would be similar to the role of current gas distribution network operators who ensure the provision of heat (as natural gas) to end-users through a network they own and manage. The sustainability fee could be recovered from the end user based on metered usage of the BHE, a model that has previously been used to pay feed-in tariffs on the UK’s renewable heat incentive scheme. Alternatively the fee could be pre-set based on the density of installed BHEs, or through the expansion of the concept of “Heat Network Zoning” to include shallow geothermal mine water geobattery systems. These zones provide guarantees to investors by making it compulsory for certain types of building to connect to heat networks within the zone (UK Government, 2021). Of course, these zones are regulated in a way that protects the consumer and by ensuring that, in the zone, district heat networks are the cheapest source of heat. Expanding the application of this concept in the United Kingdom would also align with current strategies, such as Ofgem becoming the regulator for these zones so that gas, electricity and heat are regulated by the same entity.
The preceding discussion suggests that both a regulatory and a management body would be required to guarantee the provision of heat. These entities would therefore need to have expertise in subsurface management, mine water flow and heat transport in these systems, as well as the capability to monitor and forecast heat supply and demand in the area. In the United Kingdom, the Coal Authority own and have the liability for all abandoned coal mines but do not own the water or heat in the mine and their jurisdiction ends at the mine limit. Shallow geothermal resources (not in mines) therefore fall under the remit of the devolved environment agencies but BHEs do not extract or inject fluids in the subsurface and are unregulated. The organization that could run the regulated management service of a geobattery would therefore need a remit that encompasses some aspects of both the environmental protection agencies and the Coal Authority. This could be achieved by adjusting/expanding the remits of existing bodies or by the creation of a new geothermal resource authority/agency. As an example of such a scope change, Ofgem is currently expecting to be appointed as the heat networks regulator for setting and enforcing consumer protection rules across new and existing GB heat networks (OFGEM, 2021a).
CONCLUSION
Building on field observations and modelling that indicates shallow geothermal resources exploited by borehole heat exchangers (BHEs) are not infinite and that BHEs can have both positive and negative interferences, we introduce a novel underground thermal energy storage and distribution network known as a geobattery. We propose that recyclable heat could be injected into the subsurface where significant groundwater fluxes exist, such as legacy coal mines in the United Kingdom, to transport heat from the injection site down gradient to a multitude of users in a district-scale circular heat network. We identify three main geobattery components:
• A readily available source of heat e.g., data centre, industry, renewables.
• Suitable hydrogeology to create a subsurface distribution network e.g., legacy coal mines.
• An identifiable heat demand.
Our modelling indicates that thermal recharge of a suite of BHEs from a shallow mine working results in stable subsurface temperatures that ensure the sustainability of the shallow geothermal resource for the long-term. Furthermore, we suggest that a geobattery has the potential to ensure sustainability irrespective of the relative timing of BHE installations and geobattery development. Finally, we present a case study of a potential site in Midlothian, Scotland where all three components are present.
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Subsurface CO2 storage is considered a key element of reducing anthropogenic emissions in virtually all scenarios compatible with limiting global warming to 1.5°C. The Utsira-Skade Aquifer (Utsira, Eir and Skade Formations), northern North Sea, has been identified as a suitable reservoir. Although the overall storage capacity of the full aquifer has been estimated based on regional data, it is lacking an integrated assessment of containment and internal heterogeneity, to identify optimal areas for injection and for calculation of site-specific storage capacities. A high-resolution, broadband 3D seismic reflection dataset, full waveform inverted velocity data and 102 exploration wells are utilised to provide a catalogue of CO2 storage prospects in the northern Utsira-Skade Aquifer. This is achieved through: 1) definition of the aquifer’s spatial limits; 2) calculation of porosity distribution; 3) assessment of the extent, geomorphology, thickness variability, and containment confidence (CC) of mudstones; and 4) mapping of closures through fill-to-spill simulations. CO2 storage capacity was calculated for the prospects using two approaches; using the full reservoir thickness (FRT) beneath the closures and using only the thickness from the closure top to the spill point (TSP), i.e., within structural traps. Porosity ranges from 29 to 39% across the aquifer and is higher in the Utsira and Eir Fms. relative to the underlying Skade Fm. The mudstone separating the Skade and Eir/Utsira Fm. has a thickness > 50 m, and is a potential barrier for CO2. Other intra-aquifer mudstones were mainly interpreted to act as baffles to flow. Structural traps at the top Utsira and Skade Fms. yield fifteen prospects, with criteria of > 700 m depth and FRT storage capacity of > 5 Mt CO2. They have a combined storage capacity of 330 Mt CO2 (FRT) or 196 Mt CO2 (TSP). Five prospects have a positive CC score (total capacity: 54 Mt CO2 FRT or 39 Mt CO2 TSP). Additional storage capacity could be achieved through more detailed analysis of the seal to upgrade the CC scores, or through use of a network of the mapped closures with a fill-to-spill approach, utilising more of the aquifer.
Keywords: Utsira formation, Skade formation, CO2 storage, reservoir characterisation, seismic analysis, CO2 storage capacity, fill-to-spill analysis
INTRODUCTION
Carbon capture and storage (CCS) is now considered a necessity, not an option, for reaching net-zero greenhouse gas emissions by 2050 (Stark & Thompson, 2019). One of the key subsurface challenges for upscaling CO2 storage is to identify, characterise and de-risk potential CO2 storage sites. The North Sea is considered the most promising potential CO2 storage hub for European industries due to the vast amount of geological pore space, subsurface data, knowledge and infrastructure already in place. Preliminary studies have shown that the Norwegian sector of the North Sea has up to 70 Gt storage capacity (Halland et al., 2011); much greater than the modelled 52–298 Mt CO2 to be stored annually for the whole of Europe by 2050 (European Commission, 2018). Two thirds of the 70 Gt proposed storage capacity lie in deep saline aquifers, while the other third is in depleted hydrocarbon fields (Halland et al., 2011). Detailed characterisation of saline aquifers is required to identify the most economically-viable and geologically-secure potential CO2 storage sites (Ringrose et al., 2021). Such analyses should assess three elements: 1) CO2 containment, through assessment of seal integrity, seal bypass systems and overburden migration paths (e.g., Lloyd et al., 2021; Wu et al., 2021); 2) CO2 capacity, including identification of structural traps and reservoir heterogeneities (this study); and 3) injectivity, assessing the well design/placement, potential flow and trapping style of the CO2 plume within the reservoir through dynamic modelling.
One of the most promising aquifers in the Norwegian North Sea is the Utsira-Skade Aquifer, which consists of three major Neogene clastic formations; the Skade, Eir and Utsira Formations (Figure 1). Disparities and inaccuracies in the biostratigraphic analyses and age interpretations through time have led to inconsistencies in bounding definitions in well completion reports, regional seismic mapping and stratigraphic nomenclature (Eidvin et al., 2013, 2014; De Schepper & Mangerud, 2017) (Figure 2). There have been several attempts to quantify the CO2 storage capacity of the Utsira Fm. (Holloway, 1996; Bøe et al., 2002; Chadwick et al., 2008; Lindeberg et al., 2009; Thibeau & Mucha 2011; Gasda et al., 2017; Thibeau et al., 2018), which give a large range of capacities from 0.3 to 60 Gt CO2 (Thibeau et al., 2018). Few studies have included the Skade Fm. into the capacity estimations, either as a sector model (Pham et al., 2013a), or the full Utsira-Skade Aquifer (Halland et al., 2011). The internal architecture of the aquifer, including intra-aquifer mudstones and associated closures is understudied. Such features may act as barriers that provide secure traps, or baffles that affect CO2 injectivity and reduce CO2 mobility in the short term. Slowed migration of CO2 is desirable as it may lead to additional dissolution and geochemical trapping (Johnson et al., 2001). At the Sleipner injection site (utilising the Utsira Fm.), intra-aquifer mudstones did not slow migration to the extent that was expected, as CO2 was detected at the top seal just 3 years after injection began (Cavanagh & Haszeldine, 2014). This demonstrates the importance of undertaking a thorough assessment of intra-reservoir architecture to understand potential flow dynamics.
[image: Figure 1]FIGURE 1 | Study area with wells and data extent. (A) Context of the study area in the North Sea with aquifer formation extent maps (Eidvin et al., 2013), structural elements (modified from Færseth, 1996) and the location of the Sleipner injection site. Satellite imagery from the World Imagery layer of ArcMap online. Bathymetry from EMODnet Bathymetry Consortium (2018). (B) Utsira Fm. outline (Eidvin et al., 2013) with seismic dataset extent (yellow) and Northern Lights CO2 storage licence (red). Black dots show wells used in this study, with the named wells presented in this paper. Oil and gas fields in the region are also indicated. ESB = East Shetland Basin; TS = Tampen Spur region.
[image: Figure 2]FIGURE 2 | Studied stratigraphy. (A) Chronostratigraphy of the late Cenozoic stratigraphy across the North Viking Graben (NVG). Spatial extent is from the East Shetland Platform in the southwest to the Sunnfjord Canyon (SC) in the northeast. Modified from Rundberg and Eidvin (2005), with alternate ages presented by De Schepper and Mangerud (2017). (B) Fence diagram of the stratigraphy highlighting the regional variability in thickness, internal character and spatial extent of the Utsira-Skade Aquifer. Line locations are shown in Figure 1. URU = Upper Regional Unconformity.
Here, through analysis of high-quality 3D seismic reflection data, Full Waveform Inverted velocity data and 102 exploration wells, we provide a catalogue of CO2 storage prospects in the Utsira-Skade Aquifer above the North Viking Graben (NVG). The objectives are to: 1) define the vertical and lateral extent of the aquifer; 2) calculate the porosity distribution across the aquifer sandstones, through application of a well data-derived function to the velocity cube; 3) identify and assess the spatial extent, geomorphology, thickness variability, and containment confidence of mudstones within the Utsira-Skade Aquifer; 4) identify structural closures within the aquifer; and 5) calculate the storage capacity of the identified prospects. We consider containment of the identified prospects through application of the containment confidence map from Lloyd et al. (2021) for the Utsira Fm. and apply the methodology to the Skade reservoir-seal pair in this study. Finally, we discuss the way forward for detailed appraisal of the prospects.
GEOLOGICAL SETTING
The structural configuration of the Norwegian sector of the North Sea basin comprises several Mesozoic structural highs and grabens. These are the result of two phases of rifting and post-rifting subsidence, in the Permo-Triassic and Late Jurassic to Early Cretaceous (Ziegler, 1990; Rundberg, 1989; Faleide et al., 2002; Fossen et al., 2010). The grabens were filled with > 2,000 m of mainly mudstone, interspersed with sandstones (Rundberg 1989; Den Hartog Jager et al., 1993; Jordt et al., 1995, 2000; Martinsen et al., 1999; Huuse & Mickelson 2004; Anell et al., 2012; Goledowski et al., 2012).
There were three major phases of sand influx into the Norwegian North Sea basin from the Oligocene to Pliocene (Eidvin et al., 2013, 2014) or Pleistocene (De Schepper & Mangerud, 2017) (Figure 2). The first sand influx was in the Oligocene, where gravity flows sourced from the East Shetland Platform (ESP) deposited unnamed sandstones in two regions; the southern Tampen Spur and in the Frigg Field area, which pinch out to the east (Rundberg, 1989; Rundberg & Eidvin 2005; Gregersen & Johannessen, 2007; Eidvin et al., 2013, 2014). Meanwhile, sands sourced from the Nordfjord/Sognefjord area were deposited into the eastern part of the basin (Rundberg & Eidvin, 2005; Eidvin et al., 2013, 2014).
The second sand influx (early Miocene) was sourced from the ESP and deposited across both the North and South Viking Grabens (NVG and SVG). Sediment was transported via turbidity currents and is preserved largely as amalgamated sandstones and thin mudstones (Skade Formation, Figures 1, 2) (Rundberg & Eidvin 2005; Eidvin & Rundberg 2007). Time-equivalent mudstones were deposited in the central and northern parts of the basin, beyond where the Skade Fm pinches out (Rundberg & Eidvin, 2005). Deposition of the Skade Fm. was influenced by Oligocene-Miocene mounding over large, localised areas of the NVG, caused by a combination of differential compaction, slab sliding and sand remobilisation, due to silica diagenesis and dewatering in surrounding mudstones (Løseth et al., 2003, 2013; Davies et al., 2006; Eidvin et al., 2014; Hermanrud et al., 2019). The Top Hordaland Group Unconformity (THGU) overlies the Skade Fm., representing up to 15 Ma time gap (Isaksen & Tonstad 1989; Galloway et al., 1993; Martinsen et al., 1999; Galloway, 2002; Rundberg & Eidvin 2005; Løseth et al., 2013).
The third phase of sandstone deposition was generally confined to the Middle Miocene to Pliocene (Rundberg & Eidvin, 2005; Eidvin et al., 2013, 2014), but has recently been extended to the Pleistocene (De Schepper & Mangerud, 2017) (Figure 2). In this phase, sandstone was first deposited in the NVG area, as a series of clinoforms prograding from the ESP, with time-equivalent mudstone deposition in the SVG. The sandstones comprise the Eir Fm. (informal) (Eidvin et al., 2013, 2014). Following this, the northern North Sea formed a narrow seaway (450 km long, 90 km wide) connecting the Møre Basin in the southern-most Norwegian Sea with the central North Sea. The strait received large volumes of sandstone in both the NVG and SVG areas, forming the Utsira Fm. (Rundberg & Eidvin 2005; Eidvin et al., 2013, 2014). Localised deposition of sandstones sourced from the Sognefjord area form a predominantly Pliocene-age sub-unit of the Utsira Fm. (Utsira Fm. East; Figures 1, 2; Batchelor et al., 2017; Løseth et al., 2020). In the Tampen Spur region, the Utsira Fm. is glauconite-rich (Glauconitic Utsira Mb.; Figure 1; Eidvin et al., 2013; De Schepper & Mangerud, 2017). Both the Eir and Utsira Fms. comprise shelfal sands deposited by mass transport flows, separated by thin (<10 m) mudstones (Isaksen & Tonstad 1989; Rundberg 1989; Martinsen et al., 1999; Galloway 2002; Chadwick et al., 2004; Rundberg & Eidvin, 2005; Eidvin et al., 2013, 2014). These were deposited in different parts of the basin over time and the various depositional phases are interpreted to possibly correlate to global glacio-eustatic sea-level oscillations (De Schepper & Mangerud, 2017). The sandstones of the Skade, Eir and Utsira Fms. are thought to act as a single aquifer system, connected up-dip on the ESP at the transition to the time-equivalent Hutton Sands in the UK (Figure 2; Halland et al., 2011; Eidvin et al., 2013).
The Naust Fm. overlies the Utsira Fm. (Eidvin et al., 2013; Ottesen et al., 2014; 2018; Batchelor et al., 2017; Løseth et al., 2020). It comprises east- and west-prograding clinoforms; fluvio-deltaic sandstones from the ESP (Upper Pliocene Sand; Figure 2) and mud- and occasionally sand-prone glaciomarine diamicton, as well as glaciofluvial deposits from the Norwegian margin (Ottesen et al., 2012, 2018; Eidvin et al., 2013; Batchelor et al., 2017; Løseth et al., 2020). The Naust Fm. is intersected by a regional unconformity, the Upper Regional Unconformity (URU), which removed the topsets of many of the clinoforms (Ottesen et al., 2014; Lloyd et al., 2021). Above the URU, the Naust Fm. deposition and reworking was influenced by successive late Quaternary glaciations (Stewart et al., 2013; Ottesen et al., 2014).
STUDY AREA AND DATASET
This study focuses on the northern Utsira-Skade Aquifer from 30 km south of 60°N to 62°N (Figure 1). Complete 3D seismic coverage of the area is achieved using the 35,400 km2 3D BroadSeis™ seismic reflection survey of the NVG, acquired, processed and provided by CGG.
The BroadSeis™ seismic reflection data, originally recorded in the time-domain (two-way-travel time, TWT) have been converted to depth using advanced full-waveform inversion (FWI) that iteratively estimates the subsurface velocity field, including absorption effects caused by shallow features (Hayes et al., 2018). We use the FWI velocity cube, calibrated with wells, to estimate the sandstone porosity distribution across the aquifer (Section 4.2). The depth-converted seismic data have a measured dominant wavelength of ca. 20 m, providing a vertical resolution of ca. 5 m (λ/4) and limit of detectability of ca. 0.7 m (λ/30) within the studied interval. The FWI velocity cube has a vertical resolution of ca. 20 m, which is estimated from the voxel size of the cube. The sub-sampled line spacing is 37.5 m for both in- and cross-line directions, which is greater than the migrated Fresnel zone and thus is the main limitation in horizontal resolution. Seismic data are presented here with ca. 20x vertical exaggeration and as zero phase with the American polarity convention, whereby a downwards increase in acoustic impedance is represented by a positive reflection and the peak is shaded with blue.
The full-stack volume was cropped to focus on the aquifer and allow easier manipulation of the data (Figure 1). The stratigraphic interval of interest (Skade, Eir & Utsira Fms.) extends down to ca. 1,600 m, but deeper structural features such as the Tampen Spur (TS), NVG and the ESP are used as spatial reference points (Figure 1). The first CO2 storage exploration licence in the Norwegian North Sea, awarded for the Northern Lights Project (Exploitation Licence 001, EL001), is located within the limits of the seismic survey and is also used as a reference point (Figure 1). Future upscaling of the Northern Lights Project will likely result in further licensing around the vicinity of EL001, thus increasing the viability of proximal storage sites, which warrant characterisation.
This study also benefits from open-access data (Norwegian Petroleum Directorate) from 102 exploration wells that penetrate the Utsira-Skade Aquifer. Most of the wells are clustered around prolific hydrocarbon provinces (Tampen Spur region) or plays (e.g., tilted Jurassic fault blocks). 83 of the studied wells have a full lithological column interpreted from petrophysical logs and well completion reports, provided by TGS with their Facies Map Browser (FMB) tool, which is described in Lloyd et al. (2021).
METHODOLOGY
Workflow Overview
To characterise the Utsira-Skade Aquifer for CO2 storage, a workflow was adopted that could be applied to any aquifer to assess the: 1) stratigraphic boundaries of the aquifer; 2) sandstone porosity distribution; 3) intra-aquifer mudstone geometry and character; and 4) structural closures, CO2 migration paths and prospect storage capacities (Figure 3A).
[image: Figure 3]FIGURE 3 | Regional storage assessment workflows. (A) Full workflow to characterise the storage potential of an aquifer. This study utilises four datasets and analyses them with the aim to produce a catalogue of potential CO2 storage sites. Each column represents processes/data required for a single step, but the processes within each step can be performed in any order. *Containment confidence map summarises the results of the seal and overburden analysis; the separate workflow is provided in Lloyd et al. (2021). (B) Storage capacity estimation parameters. Porosity is taken from the apex of a structural trap, approximating to the average. Two volumes are considered for storage capacity of a prospect: 1) the structural trap (top to spill point, TSP); 2) the full reservoir thickness (FRT) below the closure. Different storage efficiencies are used for each. N:G is taken from the equivalent stratigraphic level from the nearest appropriate well.
The bounding aquifer surfaces were defined using published seismic cross-sections (Eidvin & Rundberg, 2001; Rundberg & Eidvin, 2005; Gregersen & Johannessen, 2007; Eidvin et al., 2013; Løseth et al., 2013; Ottesen et al., 2014), maps (Chadwick et al., 2002; Halland et al., 2011; Eidvin et al., 2013), well formation tops (NPD), well correlations and interpretation of the seismic reflection data (Petrel™ software). Some disparities in formation boundaries between publications and well reports were apparent, and in those cases, the most recent definitions of the formations are used (Halland et al., 2011; Eidvin et al., 2013).
Lithology interpretations for each exploration well were extracted from the TGS FMB tool. Lithologies were simplified into three groups (“sandstone,” “mudstone” and “other”) to allow for easier comparison and correlation between wells and to highlight potential reservoir (sandstone) and sealing (mudstone) stratigraphy. For example, silty sandstones and muddy sandstones are classified as “sandstones”, and claystones, siltstones, and sandy siltstones are classified as “mudstones”. To increase the spatial distribution of the lithology data, additional wells were manually interpreted using petrophysical logs and well completion reports. The manually interpreted wells tended to have poorer quality data, or an incomplete set of petrophysical logs in the studied interval.
Manual seismic interpretation of intra-aquifer surfaces, representing intra-reservoir mudstone layers, was augmented with semi-automated horizon tracing to interpret as many wavelets in the studied interval as possible (Paleoscan™; summarised by Daynac et al., 2016). Auto-generated interpretations were repeatedly quality-checked using cross-section validation and were modified where necessary to ensure geological accuracy. Seismic volume attributes were extracted onto the resultant surfaces to assess and highlight geological and geomorphological features. Spectral decomposition was performed using frequencies of 17 (red), 24 (blue) and 38 (green) cycles per km (c/km), which cover the frequency spectrum (GeoTeric™ software).
Sandstone Porosity Distribution
Several studies have investigated the relationship between acoustic velocity and porosity (e.g., Eberhart-Phillips et al., 1989; Lee, 2003). Petrophysical logs and lithological interpretations were used in conjunction with the FWI seismic velocity cube to create a 3D porosity volume of the Utsira-Skade Aquifer sandstones (Figure 4). This approach allows for porosity estimations in areas with limited well data.
[image: Figure 4]FIGURE 4 | Relationship of sandstone porosity vs sandstone velocity. (A) Wells used to calculate the velocity-porosity function, their correlation coefficient (R) and the required caliper cut-off. (B) Cross-plot of the 11 wells that did not require any modification of the data (no cut-offs). (C) Cross-plot of the six wells that required caliper log cut-offs due to caving. (D) Both sets of wells from “(B)” and “(C)” combined with a linear line of best fit. (E) Example log for well 30/11-3 showing the workflow (left to right). Ei = gamma ray (GR) and caliper (CALI) log, Eii = lithology log, Eiii = density (RHOB) log, Eiv = sonic (DT) log, Ev = full porosity log, Evi = velocity log, Evii = sandstone porosity log, Eviii = sandstone porosity log with caliper cut-off. The caliper log in Ei shows that the top section of the aquifer has caved in sections, resulting in porosity values that reach 70–80% (Ev), and therefore these values have been removed (Eviii). Logging was performed in a 14.75 inch pilot hole down to 625 m, and a 12.25 inch pilot hole down to 1,097 m.
We defined a function that relates velocity to porosity of sandstones using density and sonic logs from the interval of interest. Of the 102 studied wells, only 20 contained both logs sampling the whole aquifer (Figure 4A), and 17 of those were usable in terms of log quality and well location. Porosity is calculated from the density logs (Equation 1; Figure 4Ev), and velocity calculated from the sonic logs (Equation 2; Figure 4Evi). Calculation of porosity using the neutron logs corresponded well with porosity from the density logs in the nine wells in which it was recorded (R = 0.97).
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where: Ø = sandstone porosity; ρb = formation bulk density (log value); and ρf = density of the fluid saturating the rock immediately surrounding the borehole (g/cm3) – in this case saline water, 1.1 g/cm3; ρma = matrix density (g/cm3) – we used 2.65 g/cm3, which is typical for clean sandstones. We acknowledge that there are uncertainties in glauconitic areas (Rundberg & Eidvin, 2005), which could range in density from 2.40 to 2.95 g/cm3 (Patchett et al., 1993). Since 2.65 g/cm3 sits within this range, we deem it a suitable average across the range of sandstones present.
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where: v = sandstone velocity (m/s); DT = sonic log value (µsec/ft); 304,800 = multiplier for conversion from µsec/ft to m/s.
The non-sandstone datapoints were removed using the lithology column to give a well log of porosities for the sandstones (Figure 4Evii). The intra-formation mudstones were excluded as they are predominantly below the resolution of the velocity cube (20 m). If they are included, the well porosity values are <1% higher, and as their volumetric proportion relative to sandstones is low, their contribution to the porosity cube is minimal. For seven of the studied wells, the caliper readings were out-of-gauge through some sections, primarily indicating caving of the formation related to the low consolidation of the Utsira and Skade Fm. sandstones (Figure 4Ei, blue curve). This creates spurious readings in the logs, particularly the density log (ca. 1.35 g/cm3; implying a very low density sandstone). If such data are applied to the porosity calculation (Equation 1), anomalously high porosity values are calculated (Figure 4Ev). Therefore, we used a caliper cut-off to remove all the data affected by the changing borehole size (Figure 4Eviii).
Sandstone porosity and velocity (ø and v) were cross-plotted on a well-by-well basis for the wells without (Figure 4B) and with caliper log cut-offs (Figure 4C), and a linear function defining the relationship between them (and a correlation coefficient) was calculated. Overall, there is a negative linear association between the two parameters, with porosity decreasing with increasing velocity (Figures 4B–D). The correlation coefficient (R) ranges from 0.015 to −0.84, with two wells displaying very weak to no correlation (R = 0 to −0.19), two wells showing weak correlation (R = −0.2 to −0.39), eight wells showing a moderate correlation (R = −0.4 to −0.59), four wells showing a strong correlation (R = −0.6 to −0.79) and one well showing a very strong correlation (R = −0.8 to −1) (Figure 4A). Hence, >75% of wells show a moderate to very strong correlation between porosity and velocity. There is a higher correlation coefficient between the wells with the applied caliper cut-off (R = −0.44, Figure 4C) than those without (R = −0.35, Figure 4B). Combining the data from all 17 wells gives the functional relationship of porosity and velocity well data (Equation 3), which has a moderate correlation coefficient of −0.41 (Figure 4D).
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Equation 3 has been applied to the FWI seismic velocity cube, converting it to a porosity cube (calibrated to sandstones), which is used to assess porosity distribution across the aquifer. Any velocity artifacts in the FWI cube will be included in the porosity cube. The function shows a large range in velocity (∼600 m/s) compared to porosity (∼10%), which subdues small velocity changes when converting to a porosity cube. The low number of input wells, the range of correlation coefficients and the overall moderate correlation of the two variables implies uncertainty in the porosity cube.
Structural Trapping Analysis
To map structural closures and the potential migration paths from the top of each formation we used Permedia™’s fill-and-spill workflow. For this, source points are manually selected for fluid entering the system (potential CO2 injection points). The up-dip fluid migration is simulated beneath a sealing surface until it is trapped in a structural closure, or it reaches the boundary of the map. Random source points (n = 800) were selected to highlight the potential migration routes and structural closures in each of the formations. This method only considers structural gradients to determine fill-and-spill. It does not consider physical and chemical processes that act over different timescales, and their impact on fluid migration and trapping. We used this process to highlight the 100 closures with the largest volumes at the top surface of each formation. Care was taken not to include structural closures caused by seismic artifacts. These can include velocity pull-ups, horizon mis-picks or onlaps onto underlying mounds, the latter of which are prevalent in this study. The authenticity of each individual closure was validated using seismic cross-sections.
To quantitatively assess the storage potential of the prospects, we used the equation for effective storage capacity (Equation 4). For each prospect, we assessed the storage capacity within the structural trap (top to the spill point of the closure, “TSP”; Figure 3B) and for the full reservoir thickness immediately below the closure (“FRT”; Figure 3B):
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where: GRV = Gross Rock Volume (MM Sm3); N:G = Sandstone net-to-gross; CO2 density in the reservoir = 500 kg/Sm3 at 800 m depth (International Energy Agency, 2008; Halland et al., 2011); SE = Storage Efficiency (fraction of the reservoir pore space that can be filled by CO2; Chadwick et al., 2008). Porosity was taken from the closure apex as a single value from the porosity cube for both storage capacity calculations, as there is low vertical porosity variability within each formation and it approximates to the average. N:G is taken from the equivalent stratigraphic interval in the most appropriate nearby well (Figure 3B). The Storage Efficiency parameter is not an intrinsic property of the reservoir, and therefore it is likely the greatest uncertainty in the capacity calculations. For the FRT, storage efficiency estimates for aquifers (total pore volume) typically range from 2 to 8% (May et al., 2005), but can be >10% (Bachu, 2015). We use a central value of 5%, based on data from the Sleipner injection site (in 2013) (Thibeau et al., 2018). The Sleipner site does not have a distinct closure at the top of the reservoir and the full aquifer thickness is used for storage. For the TSP cases, there is a greater reliance on structural trapping due to the defined structural closure (rather than other physical and chemical trapping), and limitation of lateral migration of the plume. Therefore, a greater proportion of the GRV can be assumed to trap CO2 in an open system. Natural gas storage facilities that use structural traps have (TSP) storage efficiency values that range between 3 and 40% (Larsen et al., 2007; Vangkilde-Pedersen et al., 2009). The range is high due to its dependency on properties such as trap geometry (Gorecki et al., 2009) and reservoir character (Okwen et al., 2014). We use a central SE value of 20% for TSP capacity calculations. There is high uncertainty in the SE values, but by calculating both TSP and FRT capacities, we capture a range of outcomes for storage capacity. A wider uncertainty range could be achieved through ensemble modelling.
Containment Confidence Assessment
Containment Confidence (CC) refers to the perceived confidence that CO2 will remain secure and not migrate out of the reservoir, for example through seal bypass systems. CC can be mapped across a region according to elements defined in a matrix and can be considered the inverse of leakage risk. Lloyd et al. (2021) present this approach and apply it to the Utsira Fm, the results of which are used here. If it is plausible that an intra-aquifer mudstone would act as a barrier to migration, then the containment confidence of that mudstone should be evaluated. We apply the same methodology used in the CC assessment of the Utsira Fm., but adapt the matrix (Figure 14 in Lloyd et al., 2021) to only incorporate the elements important for containment to the Skade Fm. We retain the same requirements as for the Utsira Fm., such as a 50 m minimum seal thickness (Halland et al., 2011) and the same relative scoring of the main elements in the matrix (seal interval sandstones, sandstone connectivity etc), and their individual components (e.g., proven, probable and possible sandstone). As the “Overburden Interval” is incorporated into the Utsira Fm. assessment (Lloyd et al., 2021), this aspect is not required of the deeper intra-aquifer reservoirs, so the focus for CC assessment for those is on the “Seal Interval” only (overlying 50 m).
RESULTS
Utsira-Skade Aquifer Boundaries
The aquifer is bound by the Top Utsira Fm. surface (top aquifer) and the base Skade Fm. surface (base aquifer), which transitions to the base Eir and Utsira Fm. in the east (Figures 2, 5). The Skade, Eir and Utsira Fms. are laterally-equivalent to the UK Hutton Sand in the west, on the ESP (Figure 2). Beneath the Skade Fm., Oligocene sandstones in the west (also part of the Hutton Sands) are interbedded and often in contact with the Skade Fm. sandstones, making it difficult to pinpoint the Skade Fm. basal boundary. Above the Utsira Fm., there are additional sandstones around the ESP and in the Tampen Spur region. These are separated from the Utsira Fm. by a mudstone of variable thickness across most of the area, however they are connected in localised areas (Lloyd et al., 2021). Underlying and overlying connected sandstones could add to the gross rock volume of the aquifer, but are omitted from our capacity analysis.
[image: Figure 5]FIGURE 5 | Seismic dip-section and interpretation for the stratigraphic sub-divisions of the Utsira-Skade Aquifer. The dip section trends from the East Shetland Platform (ESP) in the southwest to the Norwegian Margin in the northeast. Additional sandstone bodies above and below the aquifer are also shown (“Upper Pliocene Sandstone” and “Unnamed sandstone”). Line location is on Figure 1. TU.1 = Top Utsira 1; TU.2 = Top Utsira 2; TS = Top Skade Fm.; BS = Base Skade Fm.
Aquifer Basal Surface
The base of the aquifer is time transgressive across the study area, formed by the base Skade Fm. in the west and the younger base Eir Fm. and base Utsira Fm. towards the east, respectively (Figures 5, 6A). The base Skade Fm. is deepest in the south, forming an irregular, undulating surface caused by mounding of the underlying stratigraphy (Figure 6A; Blocks 25/3, 30/8, 30/9, 30/11 & 30/12). These mounds are likely formed by the intrusion of underlying sand injectites, jacking-up the overlying mudstone-dominated stratigraphy at the palaeo-seafloor. In some cases, the sand intrusions may also have reached the palaeo-seafloor, depositing as extrudites (Løseth et al., 2013). Here, the stratigraphy of the Skade Fm. contains a series of sandstones with thinly bedded mudstones, which onlap and drape over the mounds (Figure 7A). The base Skade Fm. is sometimes difficult to follow because it is unresolved in the seismic profiles or it is not represented by a single reflection across the study area. Differentiating between extruded sandstones and basin floor fans is a challenge (Rundberg & Eidvin, 2016).
[image: Figure 6]FIGURE 6 | Depth maps of the Utsira-Skade Aquifer bounding surfaces. (A) Base aquifer depth map comprising the base Skade Fm. (west of the red line) and base Eir/Utsira Fm. (east of the red line). (B) Top aquifer depth map of the Utsira Fm. and Top Utsira 2 (light blue polygon) where the main Top Utsira surface has pinched out. 700 and 800 m depth contours are shown. SC = Sunnfjord Channel. Colour bars adapted from Crameri (2021).
[image: Figure 7]FIGURE 7 | Seismic cross-sections showing the Utsira-Skade aquifer bounding surfaces and major intra-aquifer surfaces. (A) Seismic dip section highlighting the mounding of the base aquifer surface and the Skade pinch-out zone. (B) Seismic dip section highlighting the onlapping of the Skade Fm. against the western margin of the mounds, and the possible mudstone on the eastern margin of the mounds, as shown in well 30/6-11. Erosive channels in the top Eir Fm. reflection are also shown by the reduction in amplitude. (C) Seismic strike section highlighting the lateral pinch-out and onlaps of the distal Skade Fm. mudstones. Above the mounds only the Eir and Utsira Fms. are present. Section also demonstrates synforms in the aquifer above mounds and antiforms above depressions between mounds. (D) Seismic strike section highlighting the relationship between the top Utsira Fm. surfaces and the underlying mounds. Wells show simplified sandstone (yellow) and mudstone (grey) lithologies. Line locations shown in Figure 6. TU.1 = Top Utsira 1; TU.2 = Top Utsira 2; TS = Top Skade Fm.; BE/U = Base Eir/Utsira Fm.; IS.1-7 = Intra-skade Fm. BS = Base Skade Fm.
Towards the east, away from the ESP, the Skade Fm. pinches out at different stratigraphic levels, representing variable travel distances of the different clastic pulses into the basin (Figure 7A). Wells in this region show no major sandstones in the Skade Fm. interval (Wells in Block 30/6 and Quadrant 31). The sandstones pinch out without any clear change in seismic character, until the reflections become polygonally-faulted, likely representing a predominantly mudstone succession (Lonergan et al., 1998; Huuse et al., 2004) (Figures 7A,B). The transition zone between the thick sandstones of the Skade Fm. in the east and the polygonally-faulted mudstones (with minor sandstones) towards the west is termed the “Skade pinch-out zone” (Figures 6A, 7A). Beyond this zone, the base Eir/Utsira Fm. becomes the base aquifer surface (Figure 7). The minimum thickness of the aquifer is recorded in the Skade pinch-out zone (from the base Eir Fm.), where the Skade Fm. is characterised by thin sandstone beds with thick intervening mudstones (Figure 7A).
The base Skade Fm. in the area north of Block 30/4 is 200–300 m shallower than its southern counterpart (Figure 6A). Here, the full stratigraphic thickness of the Skade Fm. onlaps the southern side of the mounds (>50 m tall) in the area (Figure 7B). It is unproven whether the Skade Fm. is present on the northern side of the mounds, as there are no wells that penetrate this stratigraphy, but this area is considered part of the Skade pinch-out zone based on the seismic response. The high amplitude soft response at the Skade Fm. top with low amplitude internal reflections are observed similarly to the western mound margin, and therefore sandstones could be inferred in this area (Figure 7B). The seismic response changes to moderate amplitude reflections further eastwards into the basin, which represents mudstone-dominated stratigraphy, proven by the nearby well (well NO 30/6-11; Figure 7B). In the depressions between the mounds, the Skade Fm. reflections can be traced and appear to extend further east into the basin within the Skade pinch-out zone (Figures 6A, 7B,C).
Where the base Utsira Fm. forms the base aquifer, the boundary with the underlying strata is mostly represented by a high amplitude, hard, continuous reflection, which represents the downwards transition from sandstone to mudstone (Figure 7). However, in some places interbedded sandstones make the basal reflection more challenging to pick (e.g., well NO 30/6-11, Figure 7B). This laterally extensive, relatively flat surface is disturbed by mounds (formed due to underlying sand intrusions) at the eastern margin (Figure 6A; Blocks 31/1, 31/4 & 31/7) and in the north (Figure 6A; Blocks 34/12 and 35/10). The mounds are clustered, with the Utsira Fm. seismic reflections dipping down onto and onlapping the mounds (Figures 7B,D). The mounds on the eastern margin (Figure 6A; Blocks 31/4 & 31/7) are elongated and trend north-south. Wells NO 31/1-1 and NO 31/5-6 show sandstone to the east of the mounds demonstrating the aquifer extending to these regions. There is no well data available to test whether these sandstones continue south into Block 31/8, but the high amplitude, soft seismic response at the top and high amplitude, hard response at the base, with lower amplitude internal reflections is comparable to that of the main Utsira Fm. on the western margin of the mounds, suggesting that the sandstones continue into this area.
Aquifer Top Surface
The Utsira Fm. overlies both the Skade and Eir Fms. across the aquifer and therefore the Top Utsira Fm. represents the top of the aquifer (Figure 6B). The presence of overlying sandstone bodies above the aquifer, especially at the break of slope on the ESP (the Upper Pliocene Sandstone; Figure 5) and in the Tampen Spur region, have resulted in variable Top Utsira Fm. definitions in well completion reports and publications (Gregersen & Johannessen, 2007; Eidvin, 2009; Eidvin et al., 2013). The top aquifer/Utsira Fm. bounding reflection is thus not continuous across the study area, as it is characterised by a series of submarine fans with low topographic relief. The challenge with the surface pick is particularly clear in the centre of the study area (Blocks 31/4, 31/7 & 31/10), where the reflection that represents the top of the aquifer in the west, pinches out towards the east (Figures 7A,D). Here, the top aquifer surface drops to the underlying soft reflection (Top Utsira 2, TU.2; Figures 6B, 7A), which represents the top of the sandstone. This reflection (TU.2) is an intra-aquifer surface in the west. Localised depressions in the top aquifer surface often correspond to underlying mound crests of the Oligocene strata (Figures 7A,B). Where the top aquifer surface onlaps the mounds (in the east and north), individual reflections maintain their depositional dip until they approach a mound, where they dip downwards towards the mound (Figures 7B,D).
Porosity Distribution
The well data-derived function for the sandstone porosity vs. velocity relationship (Equation 3, Section 4.2) was applied to the FWI seismic velocity cube to assess the distribution of sandstone porosity across the aquifer (Figure 8). The large difference in vertical resolution between the well log data (<1 m) and the FWI velocity cube (∼20 m), results in a loss of the finer detail available from the wells across the 3D space (Figure 8B). Across the aquifer, the average porosity was calculated and is mapped on Figure 8A, varying from 29 to 39%. The average porosity is highest towards the south and west, and generally decreases north- and eastwards from the ESP to the northern limit of the aquifer (Figure 9A). The lower porosities (∼29%) in the northern part of the aquifer (Blocks 34/9 & 34/12) may be the result of the distal position of the sandstones relative to the ESP sediment source, the deeper burial depth in this region, or porosity “bleeds” from the surrounding mudstones due to the low aquifer thickness (∼50 m) and low resolution (∼20 m). There are high porosities in the northeast in the “Utsira Formation East,” as the sediments are proximal to the Sognefjord source, rather than the ESP.
[image: Figure 8]FIGURE 8 | Porosity distribution across the Utsira-Skade aquifer. (A) Average porosity of the aquifer using the porosity cube. (B) Example well NO 30/6-20 highlighting the difference in resolution between the well data and the seismic data. (C) Cropped section of the top Eir Fm. porosity map, highlighting channels through variable porosity. Avg. = Average; SC = Sunnfjord Channel. Colour bar in “(A)” and “(C)” from Crameri (2021).
[image: Figure 9]FIGURE 9 | Vertical and lateral porosity variability within the aquifer. (A) Dip section of the lithologies (top panel) and porosity (bottom panel) showing the aquifer and internal formations. (B) Strike seismic section (top panel) and porosity (bottom panel) showing the aquifer and overlying/underlying stratigraphy. Line locations shown in Figure 8A. TU.1 = Top Utsira 1; TU.2 = Top Utsira 2; TS = Top Skade Fm.; BE/U = Base Eir/Utsira Fm.; BS = Base Skade Fm. Porosity colour bar from Crameri (2021).
Porosity of the Utsira/Eir Fm. (∼37%) is higher than that of the underlying Skade Fm. (∼33%) (Figure 9A). The Utsira Fm. at the Sleipner CO2 injection site has an average porosity of 35–36% (Zweigel et al., 2004; Singh et al., 2010), and modelled values of the Skade Fm. are averaged at 32% (Pham et al., 2013a); both within 1% of our calculated porosity values. The Utsira Fm between TU.1 and TU.2 has reduced porosity (34%) relative to the rest of the Utsira Fm (Figure 9A). There is a localised low porosity region in the south (Blocks 30/11 & 25/2), where average porosity drops by 2–3% around the ESP relative to the surrounding aquifer (Figures 9A, 10A). This is because the Utsira Fm. thins in this region (connecting to the ESP Upper Pliocene sands), resulting in greater influence from the lower porosity Skade Fm. on the average (Figure 9A).
[image: Figure 10]FIGURE 10 | Intra-aquifer mudstone distribution. (A) Aquifer net-to-gross (pie charts) and thickest mudstones (pie chart coloured perimeter) from well data, overlain onto the aquifer thickness map. The asymmetrical white shapes are where the aquifer thickness is below seismic resolution, either due to the reservoir being thin or absent, often associated with mounding. Colour bar from Crameri (2021). (B) Top Skade Fm. mudstone thickness in wells (well colour indicates thickness from logs) overlain onto the top Skade Fm. mudstone thickness map. (C) Top Eir Fm. mudstone thickness from well logs (well colour indicates thickness) overlain onto a spectral decomposition extraction from the top Eir Fm. map. The map highlights the yellow asymmetrical shapes representing the Top Eir Fm. closures that are cut by erosive channels.
Porosities from the cube were also extracted onto different intra-aquifer surfaces to assess lateral changes in porosity within individual layers (Figure 8C). Individual features are highlighted due to their different porosity to the surrounding area. These include pipe structures (Figure 9A) and channels (Figure 8C). These features are associated with high velocities, and thus produce low porosities through the calculation. Channels and their associated porosity changes are most apparent in the regions proximal to the sediment source, where the greatest range of grain size is assumed (Figure 8C).
Across-strike porosity variation is observed in the mounded areas (Figure 9B). In the Eir and Utsira Fms., porosities are highest in the centre of the antiforms (above depressions between mounds), reaching up to 39% porosity. This reduces along the antiform limbs to 37%, and drops in the synforms (above mounds) to 33–34% porosity (Figure 9B). In the Skade Fm., a less clear trend is observed, but porosities appear to be lower in the depressions between mounds (directly below the Eir/Utsira Fm. antiforms) and higher (<37%) above the mounds (directly below the Eir/Utsira synforms) (Figure 9B). We can only speculate on the cause of this porosity trend and the inverse relationship between the formations. The decreasing porosity trend in the depressions could be a depositional lithology effect whereby submarine systems routed around pre-existing or evolving mounds, preferentially depositing sand (lower porosity) in the depressions, whilst hemipelagic mud (higher porosity) accumulated at the mound tops. The mudstones are above the opal A/CT diagenetic transition and so preserve their high porosities (Wrona et al., 2017). The inverse porosity relationship in the Utsira Fm. is more difficult to explain since it is generally more homogenous lithologically, but could be related to compaction. Lateral compaction due to mass movements of the Hordaland (Hermanrud et al., 2019) may also have affected the porosity and warrants further study.
Intra-Aquifer Mudstones
Intra-aquifer impermeable layers, in the form of mudstones (or cemented sandstones), may affect the injectivity of a storage site through unexpected overpressure, and/or the migration and trapping of the CO2 plume. Here, we focus on the extent and thickness variability of the mudstones in the Utsira-Skade Aquifer, which have been identified from well data (Figure 10). Several seismically-resolvable and laterally-continuous mudstone layers have been mapped across the three formations (Figures 11, 12). A containment confidence assessment is performed to any mudstones that could seal CO2.
[image: Figure 11]FIGURE 11 | Intra-aquifer mudstone analysis. (A) Seismic strike section showing Skade Fm. closures and variability in top Skade Fm. mudstones. (B) Top Skade Fm. mudstone RMS variance extraction, highlighting the faults that extend through the full mudstone. The faults are primarily located at the crest of underlying mounds. (C) Seismic section of the faults at mound crests that extend through the thin Skade Fm. and overlying mudstone. Line location in “(B).” (D) Seismic section of faults in the thicker regions of the Skade Fm. where only a few faults at the mound crests extend through the Skade Fm. and overlying mudstone. Line location in Figure 10B. (E) Seismic strike section showing Utsira Fm. closures and variable top Eir Fm. reflection response due to channels shown in Figure 10C. (F) Seismic dip section showing closures in the northeastern area of the Utsira Fm. SC = TSP Storage Capacity. Prospect numbers refer to the 15 largest and most viable CO2 storage traps in Figure 14. Location of seismic lines and map shown in Figure 10. TU.1 = Top Utsira 1; TU.2 = Top Utsira 2; TE = Top Eir Fm.; TSM = Top Skade Fm. Mudstone; TS = Top Skade Fm.; IS1-7 = Intra-skade 1–7; BS = Base Skade Fm.
[image: Figure 12]FIGURE 12 | Intra-formation mudstone analysis. (A) Seismic dip section of the intra-Skade mudstones. The Liatårnet discovery and associated amplitude anomalies are shown. Dashed pink line is where the boundary between the Upper Pliocene sandstone and Utsira Fm. is inferred. (B) Seismic dip section showing Skade Fm. closures. (C) Intra-Skade 2 (IS.2) spectral decomposition map showing channels cross-cutting mounds (shown by contours). (D) Intra-Skade 3 (IS.3) spectral decomposition map showing channels migrating around mounds and cross-cutting each other. SC = TSP Storage Capacity. Prospect numbers refer to the 15 largest and most viable CO2 storage traps in Figure 14. Location of seismic lines and map shown in Figure 10. TU.1 = Top Utsira 1; TU.2 = Top Utsira 2; TE = Top Eir Fm.; BE/U = Base Eir/Utsira; TS = Top Skade Fm.; IS1-7 = Intra-skade 1–7; BS = Base Skade Fm.
Aquifer Thickness Variability and Formation-Bounding Mudstones
Considering the aquifer as a single unit, we identified the thickest intra-aquifer mudstone in each well, calculated the sandstone net-to-gross within the aquifer in that well, and overlaid the data onto a thickness map of the aquifer (Figure 10A). The aquifer is thickest in the central and southern regions where both Utsira and Skade Fms. are present, reaching > 500 m thickness. The thickest mudstones (50–80 m) and lowest aquifer sandstone net-to-gross are identified in the central Skade pinch-out zone (Figure 10A). The Skade Fm. in this zone is thin and overlain by a thick mudstone related to distal turbidite or pelagic/hemipelagic deposition. The top and base (base is the Top Skade Fm.) of this mudstone can be mapped across most of the Skade Fm., allowing a thickness map of the mudstone to be created, which corresponds well with the thickness data from wells (Figure 10B). To the west of the Skade pinch-out zone, this mudstone is < 50 m thick. In this central region of the Skade Fm., the mudstone is represented in areas by a single high amplitude reflection, and in others by a series of mostly high amplitude reflections (Figure 11A). This corresponds with the mounding of the underlying stratigraphy, where the Top Skade Fm. mudstones are thickest in the depressions, and thinnest above the mounds (Figure 10B). The seismic expression in the depressions is typically low amplitude homogenous reflectivity if it is mudstone, or a series of medium to high amplitude reflections reflecting interbedded mudstones and sandstones (Figure 11A). On the ESP, the Top Skade Fm. mudstone, represented by a single high amplitude seismic reflection, has been eroded in areas due to large canyons (Figures 5, 10B). The erosion caused by these canyons likely connect the Skade to Eir and Utsira Fms. sandstones (Figure 12A). In the central Skade pinch-out-zone, faults are observed above the mound crests extending through the whole Top Skade Fm. mudstone (Figures 11B,C). In the proximal area, there are only a few faults that extend through the Skade Fm, as the mounds are deeper and in some cases these also offset the Top Skade Fm. mudstones (Figure 11D). The Top Skade Fm. mudstone reaches > 50 m thick in areas of the Skade pinch-out zone, which is greater than the minimum advised seal thickness for CO2 storage (Halland et al., 2011). Therefore, although connected to the Eir and Utsira Fms. up-dip to form the aquifer, the Skade Fm. can be considered as a separate reservoir for CO2 storage, and requires a full containment confidence (CC) assessment (Section 5.3.3).
Beyond the Skade pinch-out zone, the aquifer is thickest in the central region (Blocks 30/6, 9 & 31/4, 31/7), and thins towards the north, east and south (Figure 10A). The aquifer is absent above the mounds, or the thickness is reduced to < 5 m (Figure 10A; white areas). The thickest mudstone recorded in this region is the Top Eir Fm. mudstone, which is < 10 m in wells (except NO 30/6-11, where it is 13 m; Figure 10A) and can be correlated across much of the central and southern aquifer (Figure 10C). The mudstone is thinnest where the Top Eir Fm. is at shallower depths, primarily in the south and close to the ESP. Extracting a frequency decomposition attribute onto this surface highlights multiple slope channels that appear to be amalgamated and erode the mudstone in the proximal area to the ESP (Figure 10C). The channels become less frequent and more isolated in the more distal regions. The northern and southern areas of the Top Eir Fm. mudstone are contrasting in terms of seismic character (Figure 10C). In the north, the high amplitude seismic reflection that represents the channel-cut mudstone layer sharply becomes lower amplitude, and shows a negligible impedance contrast with the overlying and underlying sandstones (Figure 11E). This suggests that these channels could be sand-filled. Towards the south, the channel-cut mudstone reflection maintains its high amplitude and acoustic impedance contrast, suggesting the channels in this area are mudstone-filled. This is supported by the lower frequency content of the southern channels relative to those in the north and the contrasting porosities highlighted in these channels (Figure 8C; although the porosity cube is not calibrated for mudstones). The thickness of the Top Eir Fm. mudstone, with a maximum thickness of 13 m from well data, is much lower than the minimum advised seal thickness for CO2 storage in the North Sea (Halland et al., 2011). Therefore, this mudstone is not considered an appropriate seal for CO2 storage and a CC matrix is not applied.
Intra-Formation Mudstones
In the Eir and Utsira Fms., mudstones are typically thin (<5 m), infrequent (typically 1–3 beds observed in each well), and owing to their thickness and low acoustic impedance contrast with surroundings, are not characterised by a substantial seismic amplitude response (Figures 11A, 12B). In the Skade Fm., mudstones are generally thicker and produce a more defined seismic response, allowing correlation between wells (Intra-Skade (IS) 1–7; Figures 12A,B). The Liatårnet oil discovery is beneath the thickest and deepest intra-Skade Fm. mudstone (∼20 m; NO 25/2-10S).
Spectral decomposition was performed on each of the intra-Skade mudstone surfaces (IS. 1–7) to highlight cross-cutting channels and their relationship to underlying mounds (Figures 12C,D). In the distal parts of the basin (to the east), the mudstones produce high amplitude seismic reflections. The deepest mudstones (IS. 5–7) either downlap onto the base Skade Fm., where they have reached their full extent into the basin (Figures 7A, 12A), or bend upwards at the mounds. Channels are not observed to extend this far into the basin at this time. The shallower mudstones (IS. 4–3) either onlap (Figure 12B) or drape over the mounds, where they lose their amplitude strength (Figures 7A, 12B). In some areas, channels appear to have been influenced by the mounds, observed to either have changed direction through deflection, or meandered around the mounds through diversion (Figure 12D). This implies that the mounds were either forming during deposition or creating topography on the basin floor that steered the channels. The shallowest mudstones (IS. 1–2) drape over the mounds and contain channels that appear to cross-cut the mounds (Figure 12C), implying that the accommodation between topographic highs was filled and mounds were immobile at this time.
Containment Confidence Assessment for the Skade Formation
The only intra-aquifer mudstone that reached the advised minimum thickness (50 m) for a seal for CO2 storage is the Top Skade Fm. mudstone. We apply the same common risk segment mapping methodology to the Skade Fm. as Lloyd et al. (2021) applied to the Utsira Fm., in order to assess containment confidence (CC). However, the CC matrix has been altered to remove “Overburden Interval” elements, which correspond to the stratigraphy above the 50 m “Seal Interval,” as these are already considered in the CC assessment for the Top Utsira Fm. In the Seal Interval, the “sandstone presence” matrix element (Lloyd et al., 2021) is replaced with “seal thickness,” because aquifer sandstones lie directly above the mudstones. Hence, where the seal is thin (<50 m), sandstones are inherently within the Seal Interval. As there are faults extending through the Top Skade Fm. mudstone, these are incorporated into the “sandstone connectivity” element in the matrix (Figure 13A). The presence of the shallower Eir and Utsira Fms. above the Skade Fm. could increase containment confidence, as they act as a buffer reservoirs for vertical migration out of the Skade Fm. However, they cannot be relied upon for long-term storage, as the Top Eir Fm is thin, and the CC score for the Utsira Fm. in the area directly above the Skade Fm. is entirely negative, due to the presence of several connected sandstones in the seal and overburden stratigraphy (Naust Fm.) (Lloyd et al., 2021).
[image: Figure 13]FIGURE 13 | Containment confidence (CC) analysis of the Skade Formation. (A) Containment confidence matrix with relative scoring for each of the elements assessed. Zero is assigned as “neutral” confidence, negative values are assigned when a component decreases confidence, and positive values are assigned when a component increases confidence of containment. The relative scoring reflects the CC elements from Lloyd et al. (2021) for the Utsira Fm. (B) Individual element maps of the applied CC matrix scheme “(A).” Sand connectivity refers to where there is connection of the Skade Fm. with the Eir or Utsira Fm. Faults are assumed to be open and therefore allow connectivity, and are assigned negative CC scores. (C) Summary CC map of the Skade Fm., which is the sum of the individual element maps “(B).” The map shows that the only positive CC scoring area is in the east, but it is locally negative due to faulting. Colour bar from Crameri (2021).
For “seal thickness” (Figures 13A,B), where the mudstone thickness drops below 50 m, sandstones (the basal Eir Fm.) are within the Seal Interval, the minimum seal thickness requirement is not met and a CC score of −7 is assigned. Where the mudstone is thick (20–49 m), but does not meet the advised minimum thickness, a CC score of −5 is assigned. Where the mudstones are > 50 m thick, a CC score of +5 is assigned (Figure 13). This resembles the CC scoring applied to the Seal Interval of the Utsira Fm., whereby “possible,” “probable” and “proven” sandstones were assigned increasingly negative CC scores and ‘probable and “proven” mudstones were assigned increasingly positive CC scores (Lloyd et al., 2021). Based on this, the only area of the Skade Fm. with a positive CC score is in the distal eastern region (Figure 13B).
For the second element in the matrix, “sandstone connectivity,” we assess for areas that could facilitate seal bypass through the mudstone, thereby connecting the Skade Fm. to the Eir and Utsira Fms. If connected, we assign the same CC score as a full connection (reservoir to seal to overburden) for the Utsira Fm. assessment (CC = −8, Figures 13, 14A in Lloyd et al., 2021). Connectivity is interpreted where the mudstone reflection is absent or dimmed relative to the surrounding, which primarily occurs due to erosion of the mudstones on or near the ESP, due to the canyons and slope channels. Faults are also observed to offset the mudstone and extend into the basal parts of the overlying aquifer (Figures 11B,C). There is no data constraint on the sealing potential of the faults, but to be conservative, we assume they are “open” faults and therefore connect the Skade and Eir Fms (CC = −8, Figure 13). For assessment of other aquifers, it could be an oversimplification to assume that the faults are open and this could lead to prospects being discounted. Membrane sealing or lithology juxtaposition across the fault conversely could lead to a fault seal. Here, no prospects were removed due to fault presence, since the only closure that was penetrated by a fault was already discounted due to low seal thickness. However, the feasibility of other aquifers could be highly dependent on a robust fault seal analysis (Wu et al., 2021).
We combine the two matrix elements (seal thickness and sandstone connectivity) into a Summary CC map (Figure 13C). The positively scoring areas (east), are only modified by sandstone connectivity due to the faults, which are primarily located in the northern area. Therefore, the central-eastern region of the Skade Fm. has the highest containment confidence of CO2. The western part of the Skade Fm has a negative CC score due to its low thickness and connectivity of sands (Figure 13C).
CO2 Migration and Trapping
CO2 can be immobilised via physical (structural/stratigraphic- and residual-) and chemical (dissolution- and mineral-) trapping, which have variable effectiveness over different timescales (Intergovernmental Panel on Climate Change et al., 2005). Here, we mainly consider physical trapping via structural closures; the dominant trapping mechanism 1–100 years after injection, after which other mechanisms become increasingly influential (Bachu et al., 2007). We mapped structural closures and CO2 migration paths at the top of the Skade and Utsira Fms. Structural closures have also been identified at the top of the Eir Fm. and in the intra-Skade mudstone layers, but their low thickness and intersection by sand-filled channels (Figure 10C), manifesting as potential seal bypass systems, potentially limits sealing capacity. Using Permedia™’s fill-and-spill workflow (Figure 14A), the 100 largest structural closures in each formation were highlighted (red outlined polygons; Figures 14B,C). The overall geometry of the aquifer suggests a preferential up-dip migration direction towards the west. This could be of concern due to: 1) migration of CO2 to shallower depths and thus towards conditions where CO2 would leave the supercritical phase, and 2) high possibility of seal bypass and migration out of the reservoir, due to several connected sandstones in the seal and overburden towards the west (Lloyd et al., 2021). As such, CO2 would likely be more secure in structural traps rather than through use of the full aquifer.
[image: Figure 14]FIGURE 14 | Fill-to-spill closure analysis. (A) Schematic diagram showing how the fluid migrates under the sealing surface (seal/top reservoir). (B) Closures and migration paths below the Top Utsira Fm. (C) Closures and migration paths below the Top Skade Fm. Red outlines are the 100 largest closures at the top of each formation. Grey shapes represent areas with no aquifer present, where thickness is zero, often over mounds. SC = Sunnfjord Channel; UPS = Upper Pliocene Sand.
Top Utsira Fm. Closures
Beneath the Top Utsira Fm., the major closures are in the central and northern parts of the aquifer (Figure 14B). The structure of the top and base-aquifer surfaces in this region appear to have an inverse relationship, whereby mounds in the base aquifer surface correspond to overlying synforms in the top aquifer surface and depressions in the base aquifer surface correspond to overlying antiforms in the top aquifer surface. As a result, there are features with convex tops that form structural traps between the mounds (Figures 11A,F). Dipping strata towards the mounds form the limbs of many of the closures (Figure 11F). In map view, the closures are primarily juxtaposed against the mounds (grey shapes; Figure 14B). It is postulated that deflation of the mounds led to localised subsidence and formation of the coeval synforms in the aquifer and shallower stratigraphy (Kennett & Jackson, 2008). This localised subsidence and downward rotation of the strata led to the formation of adjacent antiforms, which characterise the closures here highlighted for CO2 storage. An alternative explanation is differential compaction between the mounds and depressions.
Other closures at the Top Utsira Fm. formed at undulations in the top surface that appear to be unrelated to the mounds (Figures 11E,F). There are few closures in the west and no major closures in the northernmost part of the Utsira Fm. (Figure 14B). Apparent closures in the southwest are artifacts related to mapping, where the surface is cropped beneath the Upper Pliocene sandstone (Figures 12A, 14B). The potential migration paths flow towards the ESP for all formations, apart from the Utsira Formation East, where there is flow potential toward the Norwegian margin (Figure 14B).
Top Skade Fm. Closures
Beneath the Top Skade Fm., the largest closures appear to be clustered in two areas; in a source-proximal area on the ESP (Blocks 30/7, 30/10 and UK blocks), and in a source-distal area, in the eastern and southern (Blocks 30/8, 30/9, 30/11, 30/12, 25/2 and 25/3) parts of the formation (Figure 14C). Closures on the ESP are formed in-between large, adjacent canyons, where surrounding erosion has left behind structural highs. Due to their shallow depth (ca. 500 m), these have been discounted. In the east, several of the closures are artifacts caused by breakthrough of the mounds through the Top Skade Fm. surface (i.e., no Skade Fm. is present). Migration paths from the distal closures appear to flow westwards, towards the ESP. There are relatively few closures on the ESP upper-slope and in the northern part of the formation (Figure 14C).
DISCUSSION
Prospect Storage Capacities
We undertook detailed assessment of prospects using both the FRT and TSP for storage capacity calculations (Figure 3B). Fifteen prospects have a FRT storage capacity of > 5 Mt CO2 and apex depth > 700 m, and are detailed in the catalogue with their characteristics (apex depth, GRV, porosity, storage capacity, TSP:FRT volume percentage, number of well penetrations and containment confidence score) (Table 1).
TABLE 1 | Catalogue of CO2 storage prospects. Storage capacities are given for the full reservoir thickness (FRT) of the prospect (storage efficiency 5%) and from the top to the spill point (TSP) of the trap (storage efficiency 20%). The volume percentage of the TSP relative to the FRT of the prospect (TSP:FRT) is presented for reference. Only prospects with a FRT storage capacity > 5 Mt CO2 are included. Containment Confidence (CC) score is from Figure 13 for the Skade Fm. and Lloyd et al. (2021) (Figure 15 therein) for the Utsira Fm. The lowest CC score within a given closure is taken, e.g., a fault through a small part of the closure reduces the CC score of the whole closure. GRV = gross rock volume; SC = storage capacity; Well Pen. = number of well penetrations.
[image: Table 1]The prospects are numbered according to FRT storage capacity from largest (1) to smallest (15) across both formations; seven are within the Utsira Fm. and eight in the Skade Fm. (Table 1). The total storage capacity of the 15 prospects is 330 Mt CO2 (FRT) or 196 Mt CO2 (TSP). The FRT storage capacity is unevenly distributed between individual prospects; the fifth-largest with 50% capacity (32 Mt CO2), and the eleventh with ∼10% capacity (6 Mt CO2) of the largest prospect (61 Mt CO2). Differences between FRT and TSP storage capacities primarily depend upon the TSP:FRT volume percentage, i.e., the proportion of GRV that is within the structural trap, relative to the full reservoir thickness of the prospect (Table 1). For example, only 9% of the FRT GRV of Prospect 1 is within the structural trap (TSP), yielding approximately one-third of the storage capacity for the TSP (21 Mt CO2) relative to the FRT (61 Mt CO2), also due to the different storage efficiencies applied and minor differences in N:G. Although Prospect 1 has the largest FRT storage capacity, due to the thick reservoir beneath the spill point of the closure (61 Mt CO2 FRT; 21 Mt CO2 TSP), Prospect 3 has the largest structural trap and therefore greatest TSP storage capacity (45 Mt CO2 FRT; 40 Mt CO2 TSP).
It should be noted that this is not a full assessment of the storage capacity of the aquifer, as we refine capacity estimates to specific prospects. Site-specific storage capacities cannot be directly compared to existing full-aquifer storage capacity studies (Holloway, 1996; Bøe et al., 2002; Chadwick et al., 2008; Halland et al., 2011; Thibeau & Mucha 2011; Pham et al., 2013a; Gasda et al., 2017; Thibeau et al., 2018). We do not provide the storage capacity for areas of the aquifer outside of structural traps, even though they may have suitable properties for storage (positive CC and > 700 m depth). This is because we have not constrained the possible migration of CO2 outside of structural traps within the aquifer. Given the regional structural dip, it would likely migrate south-westwards towards unfavourable areas in terms of containment (sandstones in the seal and overburden; Lloyd et al., 2021). Modelling could help to constrain migration and allow inclusion of more of the aquifer through a fill-to-spill injection approach, which would increase the total GRV and the total storage capacity. Dynamic modelling in the southern Utsira Fm. (beyond the southern limit of this study), where 125 Mt CO2 was injected, found that CO2 will migrate up to 33 km from an injection point during a 5,000 year period, either becoming physically trapped or immobilised (Bergmo et al., 2009). However, the mineral trapping potential of the Utsira Fm. is considered to be limited, as reactive mineral phases are minor constituents of the formation (Johnson et al., 2004; Audigane et al., 2007; Thibeau et al., 2007; Pham et al., 2013b).
Catalogue of CO2 Storage Sites
Carbon Dioxide needs to be in a supercritical phase for subsurface storage, where the fluid has the viscosity of gas, but the density of a liquid (Span & Wagner, 1996). CO2 enters the supercritical phase at 31°C and 73.8 bar pressure (Span & Wagner, 1996). If CO2 is injected and stored at shallower depths, CO2 would be in gaseous phase, which would be less dense and require greater storage capacity (International Energy Agency, 2008). In the Norwegian North Sea, optimal conditions are expected at depths > 700–800 m below sea level (Halland et al., 2011; Pham et al., 2013a) and we used 700 m as the depth criteria in the prospect assessments (apex depth, Figure 15; Table 1). Considering the two formations deemed suitable for storage based on containment confidence analysis (Skade and Utsira Fms.), the specific areas most suitable for storage (and within which closures are mapped) are the northernmost part of the aquifer (Utsira Fm.) and the central part of the aquifer (eastern part of the Skade Fm.) (Figure 15).
[image: Figure 15]FIGURE 15 | Map of suitable areas for storage and prospects. Distribution of closures overlain onto porosity maps for (A) Utsira Fm. and (B) Skade Fm. Map includes all exploration wells, not just studied wells. Prospect numbers correspond to those listed in Table 1 (only those with a FRT capacity > 5 Mt CO2 are labelled). Porosity colour bar from Crameri (2021). SC = Sunnfjord Channel.
For a storage site to be suitable, it needs to have sufficient capacity (Section 6.1) and confidence in containment of CO2. In the catalogue (Table 1), we show the fifteen identified prospects with their associated Containment Confidence score (CC score), calculated in this study for the Skade Fm. (Figure 13) and from Lloyd et al. (2021) for the Utsira Fm. The elements considered towards the CC score for each formation differ depending on the geology of the seal (and overburden for the Utsira Fm) and the data available. The main uncertainties with the CC matrix are discussed in Lloyd et al. (2021). If only prospects in the positive CC scoring regions for both the Utsira Fm. and Skade Fm. are considered, then only five of the fifteen prospects can be used (four in the Utsira Fm. and one in the Skade Fm.). This reduces the total FRT storage capacity of the prospects from 330 to 54 Mt CO2 (196–39 Mt CO2 TSP), with 49 Mt CO2 (FRT) within the Utsira Fm. and only 5 Mt CO2 (FRT) in the Skade Fm. Many of the structural traps identified in the Skade Fm. are situated towards the west, where we have interpreted low (negative) containment confidence due to < 50 m seal thickness (Figures 13, 15B). Conversely, the structural traps towards the east (in the Skade pinch-out zone), where we interpreted high (positive) containment confidence (>50 m seal thickness), suffer from a low N:G, due to their more distal position relative to the sediment source. If a more optimistic seal thickness (thinner) requirement were to be used (perhaps constrained through seal integrity analyses), further of the Skade Fm. prospects could fall within a positive CC scoring area. These prospects also have a higher N:G (Table 1), hence the total storage capacity could be greatly improved through a greater understanding of the sealing potential of the mudstones. The number of well penetrations at each closure was also noted (Figure 15), as they may also compromise containment. The north-eastern area that is deemed suitable for storage within the Utsira Fm. (Figure 15) is relatively underexplored for hydrocarbons and has few well penetrations; none penetrating the identified prospects. However, the only prospect with a positive CC score in the Skade Fm. is situated close to producing fields (e.g., Oseberg) and has several (>2) well penetrations.
For the Utsira Fm., the most promising prospect, with zero well penetrations and a positive CC score is Prospect 5, with a storage capacity of 32 Mt CO2 (FRT) or 18 Mt CO2 (TSP) (Figure 15A; Table 1). There are three other prospects that satisfy these criteria: Prospects 11, 12 and 15. The largest prospects in terms of storage capacity across both formations (Prospects 1–4) account for 187 Mt CO2 (FRT) or 105 Mt CO2 (TSP) capacity, but have negative CC scores, due to their thin (<50 m) mudstone seals.
Comparing the prospects across the two formations, although they are at similar depths and the Utsira Fm. generally has higher average porosity than the Skade Fm., the prospects in the Skade Fm. have a higher average porosity (36%) than those in the Utsira Fm. (34%). This is likely due to the more distal position of the suitable part of the Utsira Fm. from the sediment source, where pore size is reduced from increased clay content and greater compaction (Yang & Aplin, 2004). The total storage capacity for identified prospects in the catalogue is 173 Mt CO2 (FRT) or 104 Mt CO2 (TSP) in the Utsira Fm., compared to 157 Mt CO2 (FRT) or 92 Mt CO2 (TSP) in the Skade Fm. (Table 1). There are no regions (at a suitable depth) where Utsira Fm. and Skade Fm. prospects are vertically-stacked and could be targeted with a single well. However, although not presented in Figure 15, smaller traps (<5 Mt CO2 FRT capacity; Figure 14) could be utilised through a lateral network with a single injector well and a “fill-to-spill” approach.
Intra-Formational Barriers or Baffles
In this study we have highlighted and assessed intra-formation mudstones, however we raise doubts over their ability to trap fluid primarily due to cross-cutting, possibly sand-filled channels, but also faulting, that could allow for seal bypass. Other seal bypass mechanisms that also need to be considered are demonstrated at other local sites. At the Sleipner injection site (Utsira Fm.), eight intra-formation mudstones were identified prior to CO2 injection (Chadwick et al., 2004). These internal baffles were expected to result in slower migration of the CO2 plume, through accumulation of fluid and eventual breaching of each baffle over time when the pore pressure exceeds the capillary entry pressure. However, after only 3 years of injection, CO2 was detected in the sandstones directly beneath the cap rock (Cavanagh & Haszeldine, 2014). The cause has been suggested to be sub-seismic features that allowed bypass of the mudstones such as microfractures, faults, sand injectites, carbonate cement dissolution, lateral discontinuities, chimney excavation, or erosive holes created by high-energy deposition (Zweigel et al., 2004; Hermanrud et al., 2009; 2010). Hydro-fracturing of thin shales caused by fluctuation of ice loads through the Quaternary glaciations has also been suggested (Cavanagh & Haszeldine, 2014); a mechanism that would affect all thin shales in this stratigraphic interval across the North Sea. Although these mudstones did not act as barriers to flow, each mudstone was found to hold some of the CO2 column beneath it, thereby reducing the lateral extent of the plume during injection (Chadwick et al., 2004; Cavanagh & Haszeldine, 2014). It is expected that by the end of injection, 40% of the CO2 will be residually-trapped (Hermanrud et al., 2009), with some of the CO2 draining to the top of the Utsira Fm., rendering the intra-formation mudstones less important with time (Chadwick et al., 2004).
Elsewhere, intra-formation mudstones have trapped fluids at the site of the recent Liatårnet oil discovery at the base of the Skade Fm. (Figure 11A). A Christmas tree-like structure is apparent, whereby a central pipe of low amplitude, chaotic reflections is flanked by a series of high amplitude limbs. The pipe is interpreted as a fluid migration chimney that breached the lower mudstones, and the high amplitudes are interpreted as small, leaked hydrocarbon accumulations that sit under each of several overlying mudstone layers. Further upward migration through overlying sandstones is possible, but not clear from the seismic data. There is also no indication for the timing of hydrocarbon “leakage,” and it can be inferred that either the rate of migration into the reservoir is greater than hydrocarbon leakage through the seal and overburden, or that the hydrocarbon leakage only breached the lower mudstones. Although there is some comparison to mudstone breaching at Sleipner, it is important to consider the difference between hydrocarbon migration over geological time and CO2 migration over decadal timescales. Nonetheless, despite the chimney, intra-formation mudstone layers are proven to ultimately trap fluid at Liatårnet, although other sealing lithologies may also contribute (e.g. cemented sandstones).
The Way Forward—Testing the Feasibility of CO2 Storage Sites
We have undertaken a detailed assessment of the northern Utsira-Skade Aquifer for CO2 storage, and identified several structural traps and potential prospects. In order for these to have a practical application, several further steps are required, including: 1) dynamic modelling of CO2 injection, to understand the role of other trapping mechanisms and migration to smaller closures, 2) geomechanical testing of the cap rock, to assess the seal integrity and possibly upgrade areas with low CC scores; and 3) pressure analysis through the aquifer. The data required for each of these could be collected through drilling of a CO2 storage exploration well. Independent CO2 storage wells are costly and uneconomic in the currently limited market. The only CO2 storage well to date on the Norwegian Continental Shelf (31/5-7 Eos) was drilled with significant government subsidy. However, the CO2 storage prospects identified here (along with other North Sea aquifers with CO2 storage potential), lie in a mature hydrocarbon province. Thus, the economics of a CO2 storage project could be improved through dual-objective wells, which target and test both CO2 storage and hydrocarbon prospects in the same well. Although the Utsira Fm. prospects are located towards the centre of the NVG, away from any existing fields, the prospects in the Skade Fm. are near the Oseberg Field, so could possibly be targeted through infrastructure-led exploration/near-field wells. Hydrocarbon demand is reducing, and exploration is expected to decline in the coming decades, as the energy industry transitions towards low carbon energy sources. We advocate that impending hydrocarbon wells on the NCS should be drilled with CO2 storage in mind through their data acquisition programmes. With more data, the characterisation of the potential aquifers will be improved and CO2 storage operations will be made safer. With a CO2 storage-focussed drilling programme on the NCS coupled with that for hydrocarbons, fewer independent CO2 storage exploration wells may ultimately be required. This incentive could prompt further investment in CO2 storage on the NCS and allow entry to smaller competitors. With several robust options for storage, the market will have greater opportunity to develop.
CONCLUSION
The Utsira-Skade Aquifer in the northern North Sea is already used for CO2 storage in its southern region at the Sleipner injection site. If CCS is upscaled for countries and businesses to reach their climate goals, additional storage sites will be required and the area bordering the first CO2 storage licence (our study area) on the NCS could be prospective. This study combined 3D regional seismic data, FWI velocity data and 102 exploration wells and analysed the CO2 storage potential of the northern Utsira-Skade Aquifer (Utsira, Skade and Eir Fms.), providing a catalogue of CO2 storage sites.
Intra-reservoir heterogeneities (average porosity and mudstone baffles and barriers) were assessed and mapped. Average porosity for the aquifer was calculated by applying a function derived from well data to the FWI velocity cube and ranges from 29 to 39% (37% for the Utsira/Eir Fms. and 33% for the Skade Fm.), generally decreasing away from the East Shetland Platform. The thickest mudstone (>50 m), interpreted to be a regional barrier, is located towards the centre of the aquifer, separating the Skade Fm. from the overlying Eir and Utsira Fms., and thins to the west. Several intra-formation mudstones were mapped, primarily in the Skade Fm., but are interpreted to be baffles (not barriers) to flow, due to their low thickness (<10 m). Structural closures were mapped at both the top aquifer (Utsira Fm.) and top Skade Fm. surfaces. CO2 storage capacity was calculated for the structural traps (top to spill point of the closures, TSP) using a storage efficiency of 20%, and for the full reservoir thickness (FRT) beneath the closures, using a storage efficiency of 5%. Moreover, spill-points of the closures were mapped locally and generally reveal possible fluid migration paths to the west. Finally, containment confidence (CC) of the prospects was integrated and used to discuss the suitability of the identified prospects for storage.
Structural closures at a depth > 700 m and with FRT storage capacity > 5 Mt CO2 are considered to be prospects and were assessed. A catalogue of fifteen prospects is presented for the northeastern Utsira Fm. and the central-eastern Skade Fm, with a combined storage capacity of 330 Mt CO2 (FRT) or 196 Mt CO2 (TSP). Of the fifteen prospects, only five have a positive CC score and they have a combined storage capacity of 54 Mt CO2 (FRT) or 39 Mt CO2 (TSP). The two prospects with the highest storage capacity in the Utsira Fm. have negative CC scores. The third-largest prospect has a positive CC score, zero well penetrations and a storage capacity of 32 Mt CO2 FRT or 18 Mt CO2 TSP. The CC score of the larger prospects could improve with more detailed understanding of the seal rocks, which could upgrade their feasibility for storage. Although there were no vertically-stacked traps identified between the Utsira, Eir and Skade Fms., detailed understanding of the timing of fill-and-spill between laterally-adjacent closures would enable smaller closures outside of the catalogue to be utilised, and injection to be optimised.
We have undertaken a detailed evaluation of CO2 storage sites, with an exploration-scale dataset. For further appraisal, core material would need to be acquired for analysis of caprock integrity and mineralogy. Pressure is also a crucial parameter to understand and warrants specific testing. This information can be obtained through further drilling, which could attract cost-savings by “piggy-backing” hydrocarbon exploration wells. Future work should involve dynamic modelling of the two regions suitable for storage for a fuller understanding of potential flow dynamics, to include physical and chemical trapping, with different constraints on injection and timing.
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Opportunities exist to re-purpose depleted gas fields in the Southern North Sea as CO2 storage sites if, where and when they meet the right set of geological, engineering, and non-technical criteria. Fields positioned on the western edge of the basin are attractive as they lie close to the major industrial emitters of East England which need to decarbonise if the UK’s Net Zero targets are to be met. Having stopped production in 2018, Pickerill has CO2 storage potential as it is a proven trap from which around 440 Bcf of gas has been produced and it is located near the coastline. We use a public-domain 3D seismic dataset, wireline logs, core reports and production data to assess its CO2 storage potential. The Rotliegend Group reservoir (Leman Sandstone Formation) is a mixed aeolian/fluvial succession with variable thickness (25 m–80 m), high net-to-gross (0.9–1.0), moderate average porosity (9%–17%) and fair-average permeability (>1 mD). The seal is Zechstein Group evaporites and carbonates which thin and swell in response to their post-depositional mobility (halokinesis), further affecting and deforming the overburden. The structure is defined to the south by a WNW-ESE-striking fault system, but the north of the field is characterised mostly by dip closure of the reservoir. NW-SE-striking faults transect the field and segment the structure into several compartments, three of which appear particularly good candidates for CO2 storage and have a combined CO2 storage capacity of 32 MtCO2. If combined with nearby satellite fields, there is potential for the development of a CO2 storage cluster capable of sequestering 60 MtCO2, however, this potential is challenged by the planned development of an offshore wind farm. Turbines fixed to the seabed over the field would restrict where new CO2 injection wells might be drilled and efforts to measure, monitor and verify the CO2 plume using conventional towed-streamer seismic. There is an urgent need to resolve the competition for offshore acreage to ensure that attractive CO2 storage sites like Pickerill are not disadvantaged but can play a full part in complementing alternative renewable energy sources within the energy transition.
Keywords: offshore wind energy, Rotliegend Group, Southern North Sea, depleted gas field, Southern Permian Basin, Anglo Polish Trough, Outer Dowsing Wind Farm, Pickerill
INTRODUCTION
Several major industrial clusters occur in the UK, all of which face an immediate challenge to decarbonise if the country is going to be climate-compatible and meet its Net Zero emission targets. Carbon Capture Utilisation and Storage (CCUS) has the potential to be a technology to enable this.
Two of the largest clusters are on the northeast coast of England at Humberside and Teesside, facing the Southern North Sea. The Southern North Sea is well-placed to host CO2 storage sites not only geographically, but as it is a mature gas province housing many fields either fully depleted or nearing their end of field life. However, some fields face issues relating to their subsurface geology (e.g., structural compartmentalisation, low-permeability reservoirs or thinning of the top-seal) and/or existing offshore infrastructure (e.g., legacy well concerns). Further to this, increasing competition for offshore space has resulted in a series of questions around how energy transition projects (such as CO2 storage and offshore wind generation) can co-exist or otherwise (Bentham et al., 2014; Robertson and McAreavey, 2021; Ørsted, 2022).
Seven CO2 storage licences have been awarded by the North Sea Transition Authority (NSTA) to-date, four of which lie in the Southern North Sea:
(1) Licence CS001 (Figure 1A), hosting the Endurance structure: a closed aquifer with a Triassic reservoir-seal pair consisting of the Bunter Sandstone Formation and the Rot Clay and Rot Halite Member caprock. The licensee, Northern Endurance Partnership, target an initial CO2 sequestration rate of 4 MtCO2/yr, with potential expansion to 10 MtCO2/yr (BP, 2022).
(2) Two further licences (CS006, CS007) hosting four Triassic closures similar to Endurance (Hollinsworth et al., 2022) were awarded to BP and Equinor in 2022. These licences lie immediately to the east of CS001 (Figure 1A) and could form an extension to the Endurance development (BP, 2022).
(3) CS005 is located on the Inde Shelf (Figure 1A) and pertains to the “V Net Zero” project, which includes CO2 storage within the depleted Viking and Victor Rotliegend Group gas fields. The licensee, Harbour Energy, target 11 MtCO2/yr by 2030.
[image: Figure 1]FIGURE 1 | (A) Map depicting the area offshore to the east coast of England and illustrating the main structural zones, gas fields (coloured according to stratigraphic age of reservoir), CO2 storage licences and permits and wind farms. The location of maps shown in Panel (B) Figures 2, 7, 9, 10, 13 are also highlighted for reference. The depth to Rotliegend Group which forms the basemap to the image is from Gast et al. (2010). CS: CO2 storage, NSTA: North Sea Transition Authority. (B) Map showing the location of the Pickerill field, UKCS reference blocks, wells, cross-sections and the ARPD90 3D seismic volume.
By 2030, CO2 sequestration at CS001 and CS005, assuming their targeted injection rates are achieved, would result in the UK government achieving its target of 20–30 MtCO2/yr (HM Government, 2021). However, it is estimated that 75–175 MtCO2/yr is required by 2050 to meet net-zero carbon emissions (NSTA, 2021). Even if these two projects are still operational by 2050, further sites will clearly be needed.
The Pickerill field is located on the western edge of the Southern North Sea, approximately 150 km from the Humber Estuary (Figure 1A). It is positioned below the Dowsing Graben System; a NW-SE-striking fault zone that separates the East Midlands Shelf (west) from the Sole Pit Basin (east). Several depleted or producing gas fields lie in the vicinity of the Pickerill field, which are also affected by this fault zone and include the Minerva, Ceres and Lancelot fields (Figure 1A). However, the Pickerill field’s produced gas volumes (439 Bcf) make it not only the largest depleted field within the fault zone, but the third largest in the Southern North Sea when existing CO2 storage licences are excluded. Despite this, any future re-use of the Pickerill field as a CO2 storage site could be curtailed by plans to construct a wind farm (“Outer Dowsing”) directly over it (Figure 1A), posing logistical challenges to the drilling of CO2 wells and seismic monitoring.
Sufficient gas volumes were produced at Pickerill to warrant a critical assessment of the field to determine if it could form a viable CO2 storage site. We focused mainly on geoscientific criteria including mapping of the structure and overburden using 3D seismic data, metrics of reservoir quality using petrophysical analysis and routine core analysis reports, and the integration of well production data.
REGIONAL GEOLOGICAL BACKGROUND
The regional (structural and stratigraphic) background and exploration history of the Southern North Sea are well documented within several overview publications including Cameron et al. (1992), Glennie (1998), Glennie and Underhill (1998), Underhill (2003), Evans et al. (2003) and Doornebal and Stevenson (2010). For this paper, we review the key geological events that impacted the structural and stratigraphic features that are specific to the Pickerill field.
Although crystalline basement rocks have not been penetrated in the Southern North Sea, they are believed to be of Lower Palaeozoic (Caledonian) age and related to the plate cycle that saw the closure of the Tornquist Sea. The associated deformation created a NW-SE zone of structural weakness that would later be re-activated at various stages in the Southern North Sea’s geological history (Glennie and Underhill, 1998). The eventual collapse of the Caledonian foreland initiated crustal extension over NW-SE-striking “Tornquist” rift-related extensional basins, in which thick sequences of Devonian and Carboniferous sediments were deposited (Leeder, 1988; Besly, 1998), sourced from the Caledonian landmass to the north. To date, no Southern North Sea wells have penetrated the entire Carboniferous succession and few Devonian well penetrations exist, located near the Mid North Sea High.
During the Carboniferous, the UK was positioned on the southern margin of the Laurentia continent, separated from Gondwana by the Rheic Ocean, the subduction and closure of which would ultimately form the Variscan mountains. During the late Carboniferous (Pennsylvanian), a large foreland basin developed to the north of these mountains, and the principal sediment source direction switched from the north (Caledonian) to the south (Variscan). Thick accumulations of fluvio-deltaic Westphalian and Stephanian sediments were deposited within the foredeep, however, as the Variscan deformation front migrated further northwards during the latest Carboniferous, the area experienced structural inversion which led to the uplift and folding of Carboniferous strata in addition to the variable removal of the Westphalian-Stephanian succession (Leeder and Hardman, 1990; Coward, 1993; Corfield et al., 1996).
The Anglo-Polish Trough or Southern Permian Basin was initiated during the middle-late Permian by a phase of renewed rifting, accompanied by volcanism, across an extensive area to the north of the Variscan front spanning much of NW Europe from eastern England to Poland (Glennie and Underhill, 1998; Underhill, 2003). Continued activity on late Carboniferous fault systems (Glennie, 1997) led to further reactivation of the NW-SE fault pattern, in addition to N-S and W-E striking “link-up” faults to accommodate strike-slip motions (Oudmayer and Jager, 1993). During the middle Permian (Guadalupian), an arid desert covered most of the Southern Permian Basin, consisting of central playa lakes, flanked by mixed aeolian/fluvial systems (Gast et al., 2010) in which the Rotliegend Group was deposited. The latter would come to be a prolific gas-bearing interval across NW Europe. An extensive dune belt formed within the centre of the Southern Permian Basin, but the peripheral regions (such as the western fringe of the Southern North Sea) were progressively onlapped and increasingly influenced by river systems draining off the marginal Pennine High and London-Brabant Massif (George and Berry, 1993). This depositional configuration was brought to an abrupt halt during the late Permian (Lopingian) when a series of marine transgressions of the Boreal Sea to the north resulted in a distinct facies change with the deposition of the Zechstein Group. This sequence of carbonates and evaporites (anhydrites and soluble salts) provide a regional super-seal to the Rotliegend Group gas accumulations.
The deposition of the Bunter Shale Formation and Bunter Sandstone Formation marked the renewal of continental deposition during the early Triassic. The middle-late Triassic Haisborough Group comprises various argillaceous sequences with blocky halite intervals (Rot, Muschelkalk and Keuper halites). These intervals were the product of periodic marine incursions from the Tethyan Sea to the south (Bachmann et al., 2010), culminating with a fully marine connection established during the early Jurassic. Thickness variations observed within the Haisborough Group indicate that extensional activity within Dowsing Graben System was initiated during the late Triassic (Grant et al., 2019). Subsequent phases of extension would affect the area during the late Jurassic-early Cretaceous, resulting in substantial Mesozoic depocentres including the Cleveland, Sole Pit and Broad Fourteens basins (Glennie and Underhill, 1998).
By the late Albian, the rise in sea level and drowning of immediate hinterlands cut-off sediment supply into the Southern North Sea and this brought a shift to pelagic sedimentation with the deposition of the Chalk Group (Oakman and Partington, 1998). The Chalk Group is relatively thin over the Dowsing Graben System following Cenozoic uplift and tilting. Several phases of uplift affected the area during the late Mesozoic-Cenozoic in association with Alpine-Atlantic plate movements resulting in the inversion of several Mesozoic basins. Uplift also affected the area during the Neogene leading to a marked down-to-the-east tilt being imparted on the basin (Brackenridge et al., 2020).
BRIEF INTRODUCTION TO THE PICKERILL FIELD
The Pickerill field straddles four UKCS Blocks (48/11a, 48/11b, 48/12b and 48/17b) (Figure 1B) and sits immediately south-west of a NW-SE-striking zone of major structural deformation that marks the eastern edge of the Dowsing Graben System and incorporates overburden faulting and salt mobility (halokinesis) (Figures 1A, 2). It was discovered within Block 48/11b when Conoco (now ConocoPhillips), drilled their 48/11b-4 (1984) exploration and 48/11b-6 (1985) appraisal wells and found entirely gas-bearing Rotliegend Group (Leman Sandstone Formation).
[image: Figure 2]FIGURE 2 | Un-interpreted (A) and interpreted (B) coherency (variance) timeslices extracted from the ARPD90 3D seismic cube at 500 ms. The timeslice illustrates the structural deformation (faulting and salt diapirism) that is present within the overburden to the Pickerill field.
Although the initial Annex B award assumed that the field was a single entity, subsequent exploration and appraisal drilling found that the field is structurally complex and instead consisted of multiple fault-bound pressure compartments. In 1986, Arco discovered gas within their 48/11a-7 (B1) well but with a different gas pressure gradient than that within Block 11b (Figure 3) thus the field was considered to hold separate west (11b) and east (11a) accumulations. Block 48/12b was drilled by British Gas (now Centrica) in 1987, who encountered gas within their 48/12b-4 well and the gas pressure gradient there-in implied that it was in communication with the 11a wells and thus it was considered an extension to the eastern accumulation. Subsequent drilling in the neighbouring block (48/17b) by Mobil (now ExxonMobil) took place in 1988 but the well (48/17-7/7Z) did not flow on testing and was not in pressure communication with the rest of the field.
[image: Figure 3]FIGURE 3 | Formation pressure gradients (Pf) for selected Pickerill field wells. Two distinct gas pressure gradients can be identified. Two shallow gas-water-contacts can also be observed within 48/11b-A3 and 48/11a-B3. TVDSS: True Vertical Depth Sub-Sea.
Development drilling commenced from two platforms; the A Platform which is in block 48/11b licence and targets mainly (but not exclusively) the western accumulation and the B Platform, which is in block 48/11a and targets the eastern accumulation. Many surprises were encountered during the development drilling phase of the field, including perched gas-water-contacts, poor reservoir quality and a dry well, all described in detail by Werngren et al. (2003). The field was brought onstream in 1992 and delivered 439 Bcf of gas up until 2017 (Figure 4). Most of this volume was extracted during a period between 1993 and 1999, after which production steadily declined, with the field delivering <5 Bcf/yr in its final 10 years of life (Figure 4).
[image: Figure 4]FIGURE 4 | Annual (grey bars) and cumulative (red line) gas production from the Pickerill field. Around 440 Bcf was produced from the Pickerill field in total. Production data accessed from NSTA (2022b).
In light of this complex drilling history, we chose to focus our efforts on determining whether any of the individual structural compartments merit consideration as CO2 storage sites based on their geological and production characteristics.
DATASETS AND STUDY METHODOLOGY
Subsurface Database
The datasets used within this study were accessed from the UK National Data Repository (NSTA, 2022a) and included a 3D seismic volume, digital wireline logs (for the 30 wells drilled in the field) and the results of core analysis (for 11 wells). The seismic volume used was the ARPD90 3D survey which covers the entire field (Figure 1B). The survey was acquired in 1990 by Geco (now WesternGeco) and consisted of 199 lines shot along a NE-SW orientation. It was processed (including a post-stack time-migration) by CGG in 1991, resulting in a 3D volume comprising 1924 inlines and 965 crosslines with a spacing of 12.5 m. It uses a zero-phase, negative polarity convention where a “soft” event corresponds to a seismic peak. At reservoir depth, the survey exhibits a dominant frequency of c. 30 Hz which when taken with a typical Rotliegend Group interval velocity of c. 4,300 m/s, results in a vertical resolution of c. 35 m.
Methodology
Seismic Interpretation, Depth Conversion and Associated Uncertainty
Well-to-seismic ties were assessed by using the well-established method of creating synthetic traces at well locations using wireline logs and a Ricker wavelet (Figure 5). This allowed us to select the main impedance boundaries for seismic interpretation (Figure 6). Depth conversion was performed using a layer-cake velocity model combining two-way-time surfaces and velocity functions derived from wells. The Chalk Group was assigned a uniform interval velocity of 2,800 m/s and the Mesozoic succession was assigned a velocity gradient of V = 1.13 * TVDSS + 1717. An interval velocity map was created for the Zechstein Group, which allowed us to account for areas of high-velocity (c. 6,000 m/s; where carbonates and anhydrites comprise most of the Zechstein Group) and low-velocity (c. 3,500 m/s, where thick salts are present) intervals. The resulting velocity model predicted the Top Rotliegend Group depth with residual errors mostly of 2%.
[image: Figure 5]FIGURE 5 | Stratigraphic chart and seismic tie for the Pickerill field discovery well 48/11b-4, the location of which is shown in Figure 2A. AI, Acoustic Impedance; BK, Bashkirian; BSstF, Bunter Sandstone Formation; CF, Corallian Formation; CKG, Cromer Knoll Group; DT, Compressional Sonic Slowness; GL, Guadalupian; GR, Gamma Ray; KCF, Kimmeridge Clay Formation; LC, Lower Cretaceous; MJ, Middle Jurassic; OCF, Oxford Clay Formation; RC, Red Chalk; RHOB, Bulk Density; TVDSS, True Vertical Depth Sub Sea; TWT, Two-way time; UJ, Upper Jurassic; UT, Upper Triassic.
[image: Figure 6]FIGURE 6 | Un-interpreted (A,B) and interpreted (C,D) SW-NE striking seismic panels through the western (A,B) and eastern (C,D) parts of Pickerill field. The location of the panels are shown in Figure 1B. CARB, Top Carboniferous (Base Permian Unconformity); CKG, Cromer Knoll Group; KCF, Kimmeridge Clay Formation; LG, Lias Group; RG, Rotliegend Group; TRIAS, Top Triassic; WSG, West Sole Group; ZG, Zechstein Group.
The structural deformation evident within the shallow overburden (expressed as high seismic variance within Figure 2) has detrimental impacts on the seismic imaging at depth and can make for challenging interpretation of the top reservoir and top seal reflectors. In some areas, such as underneath zones of thickened salt and diapirs (e.g., to the north-west of the field: Figure 2), the Top Rotliegend Group (reservoir) reflector is discontinuous and low amplitude (Figures 7A,B) leading to some uncertainty in the mapping around these areas. Similar areas of poor data quality are owed to thinning of the Zechstein Group (Stassfurt Halite Formation) and rafting of the high-amplitude Plattendolomit Formation, which are also evident from seismic variance and amplitude maps of the Top Rotliegend Group reflector (Figures 7A,B).
[image: Figure 7]FIGURE 7 | (A) Seismic amplitude and variance maps for the Top Rotliegend Group (top reservoir) overlain with transparency. (B) As (A) but with a colour threshold designed to highlight high variance (green) and low amplitude (red). (C) Corresponding depth structure map with interpreted fault polygons.
Modelling CO2 Storage Capacity
Defining the CO2 capacity of a structure or aquifer is a complex process that involves the integration of the subsurface geology, reservoir simulations and various non-technical factors. Consequently, different subsets of CO2 capacity calculations have been proposed (Bachu et al., 2007; Bradshaw et al., 2007; Kopp et al., 2009).
Our investigation of the Pickerill field includes a simple calculation of CO2 storage capacity assuming that the produced gas (at reservoir conditions) can be replaced with the same mass of CO2. While this method is fairly well adopted for depleted gas fields (Bachu and Shaw, 2003; Holloway et al., 2006; Bachu et al., 2007) there are some assumptions and drawbacks that should be highlighted. It firstly assumes that no alteration has occurred to the reservoir during prior gas extraction (such as water invasion, fracturing or near-well formation damage) such that the entire pore space initially occupied by methane molecules is available for CO2 molecules. The drive mechanism for the Pickerill field is unclear, and any water invasion will reduce the pore space available for CO2 injection and result in this method overestimating CO2 capacity, but similar nearby Rotliegend Group gas fields were depleted without aquifer support (Garland, 1991; Stuart, 1991; Smith and Starcher, 2003; Offer, 2020).
We also assume in our calculations that the reservoir is at hydrostatic pressure when it will actually be at much lower pressure following gas depletion. This will result in us overestimating the density of the initial injected CO2; however, it would be expected that CO2 injection would ultimately lead to re-pressurisation of the reservoir. Despite these drawbacks, in the absence of a working Rotliegend Group CO2 storage exemplar, and the dynamic data associated with it, we believe the approach remains valid in preliminary assessments of CO2 capacity.
The method was proposed by Bachu and Shaw (2003) and is calculated as:
[image: image]
where ρCO2r is the expected CO2 density within the reservoir in kg/m3, VPG is the volume of produced gas in m3 and FVF is the gas formation volume factor, typically expressed as a ratio that quantifies the expansion of gas from the reservoir to surface conditions. MCO2 was calculated using the VPG for each Pickerill development well; provided by the NSTA’s production data portal (NSTA, 2022b) and the value for FVF was taken from Werngren et al. (2003). While the phase and density of CO2 is an important and sensitive parameter for shallow structures, within deep structures (>2,000 m), the CO2 will probably be held as a supercritical fluid with a density of c. 670 kg/m3. Assuming a geothermal gradient similar to that of the East Midlands Shelf (de Jonge-Anderson et al., 2022), hydrostatic pressure conditions (10 MPa/km), and a reservoir depth of 2,634 m, CO2 resides as a supercritical phase with a density of 673 kg/m3 (Span and Wagner, 1996; Lemmon et al., 2021).
STRATIGRAPHIC AND STRUCTURAL CHARACTERISTICS
Stratigraphy and Seismic Character
A typical stratigraphic sequence at Pickerill field is exemplified within discovery well 48/11b-4 (Figure 5). The Top Rotliegend Group (reservoir) reflector is marked by a high-amplitude seismic peak as the boundary between the hard dolomites and anhydrites at the base of the Zechstein Group and the soft sandstone generates a strong impedance contrast. Where the overburden lacks significant faulting and/or dipping reflectors, the Top Rotliegend Group is continuous and high-amplitude and can be tracked with confidence. However, in areas with significant faulting, salt swells/diapirs, or rafting of the Top Plattendolomit Formation reflector, the Top Rotliegend Group appears discontinuous and low amplitude, adding uncertainty to mapping of the reservoir.
The seismic character of the Zechstein Group (seal) is characterised by low amplitude, chaotic halite intervals and high amplitude, sub-continuous carbonate intervals. Halokinesis has resulted in a mixture of thickened, halite-rich intervals and thinned, carbonate-rich intervals present across the field, which produces seismic imaging and interpretation challenges. The Top Plattendolomit Formation (a key seismic marker in some areas of the field, and across the wider Southern North Sea region) is absent within 48/11b-4, though we do observe a seismic trough at the base of the Zechstein Group sequence; owed to the presence of a hard interval comprising the Hauptdolomit, Basalanhydrit and Werraanhydrit formations. The Top Zechstein Group is marked as a seismic trough owed to the impedance boundary between soft Bunter Shale Formation shales and harder Zechstein Group halites, but this marker is discontinuous over the field.
We see less clear and correlatable seismic markers within the Triassic stratigraphy in 48/11b-4. The Top Triassic reflector (Penarth Group) does not present an obvious seismic reflector. Some seismic troughs at the base of the Haisborough Group can be attributed to hard, thin halite intervals such as a Muschelkalk Halite Member, but these do not correlate clearly with the adjacent seismic signature.
The shallow overburden is marked by some clearer reflectors including the Top Corallian Formation (hard, high-amplitude, continuous), Base-Cretaceous Unconformity (soft, high-amplitude, sub-continuous) and Top Cromer Knoll Group (soft, high-amplitude, continuous). The shallowest interval is marked by the Chalk Group; a unit with a distinctive low Gamma Ray (GR) signature, a linear velocity gradient and a lack of internal seismic character.
Structural Character
The overburden to the Pickerill field is characterised by a complex extensional system including a graben hosting thickened Triassic-Jurassic sequences and listric faulting (Figure 6). The faults mostly tip-out at the base of the Cromer Knoll Group and detach within Zechstein Group halites, but some appear to only affect either Jurassic or Triassic intervals, detaching possibly within argillaceous units within the Lias Group or Haisborough Group respectively. Gentle folding of the base Chalk Group reflector immediately over the graben is possibly evidence of Cenozoic inversion across the faults, though they retain normal displacements.
While the Top Zechstein Group reflector is strongly discontinuous over the field, it appears to thin within the fault hangingwalls with some swelling within their respective footwalls (Figure 6). One such swell has folded the Mesozoic sequences into an anticline hosting the Triassic Bunter Sandstone reservoir which was targeted by the 48/11b-5 well, located immediately south of the Pickerill field (Figure 6B). Salt withdrawal over the central portion of the field sees the Zechstein Group thin to <100 m, though there does not appear to be any areas where the sub-salt and suprasalt weld.
The Zechstein Group acts as a significant detachment layer that decouples the Mesozoic-Cenozoic deformation described above from the Upper Paleozoic succession. The Top Rotliegend Group horizon is dissected by high-angle normal faults that dip, mostly, to the northeast and strike NW-SE and WNW-ESE. Major faults can be picked by identifying offset at the Top Rotliegend Group horizon (Figure 6), but more subtle faults are only visible through the study of seismic attributes (Figures 7A,B). In this instance, the faults can be recognised as linear features exhibiting low seismic amplitude and high seismic variance (Figure 7B).
These faults tip out at the base of the Zechstein Group and are probably basement rooted (though seismic reflectivity beneath the Top Rotliegend Group reflector is poor). The displacements associated with the faults are fairly small (<30 m), except for a series of large faults (<400 m throw) along the southern and western margins of the field (Figures 6, 7C).
CO2 STORAGE EVALUATION OF PICKERILL FIELD
Reservoir Quality
The presence of a porous and permeable reservoir is crucial to a CO2 storage site’s viability. As Pickerill is a depleted gas field, a reservoir formation is clearly present, however, as the physical properties of supercritical CO2 differ from methane (e.g., lower buoyancy), a productive gas reservoir does not necessarily make for a prospective CO2 storage reservoir. The reservoir interval at Pickerill is the Permian, Rotliegend Group, Leman Sandstone Formation (LSF). While the LSF consists almost entirely of sandstone, reservoir quality is variable and appears to be controlled by a combination of primary depositional facies changes and burial diagenesis. In the west of the field, aeolian sandstones dominate the sedimentary succession and display excellent reservoir properties (typically exhibiting porosities of 15%–18% and permeabilities of 10–100 mD) (Figure 8A). Towards the top of the LSF, the aeolian sandstones have been re-worked following the late Permian marine transgression marked by the Kupferschiefer (Marl Slate). This flooding event removed sedimentary fabric but also led to carbonate cementation, which restricts porosity in the uppermost part of the LSF to <5% (Figure 8).
[image: Figure 8]FIGURE 8 | NW-SE oriented well correlations through the western (A) and eastern (B) parts of the Pickerill field and focusing on the Rotliegend Group stratigraphic interval. Net-to-gross is calculated as the fraction of the reservoir with Volume of Shale <25%. Average porosity is calculated using an arithmetic average but average permeability is calculated using a harmonic average. The depth to Top Rotliegend Group is shown in the inset map, which can also be viewed in Figure 7C. GR, Gamma Ray; PERM, Permeability; NTG, Net-to-gross; PHIE, Effective porosity.
Fluvial sandstones (sheet-flood, channel, crevasse splay) are found at the base of the LSF and generally show more restricted reservoir quality. Within these poorly sorted and occasionally micaceous intervals, porosity is generally <10% and permeability <1 mD.
A complex reservoir quality distribution can be observed at Pickerill field, which is driven mostly by variations in sedimentary facies. The gross LSF interval broadly thickens eastward across the Pickerill field (Figures 8, 9A), which the exception of locally thicker sequences within 48/11a-B3Z and 48/11a-B5 wells (Figure 9A). While the western compartment exhibits a fairly uniform thickness of between 35 and 40 m, the unit thickens to 70 m within the eastern compartment. The best reservoir quality is found in the south-west of the field, with degradation to the east and to the north (Figure 9B). This deterioration can be partly explained by an eastward reduction in the relative contribution of the aeolian facies, and a northward increase in the extent of the low porosity Weissliegend interval. In wells located in the west of the field (transect A-A’ (Figure 8A) and 48/11b-8 (Figure 8B)), most of the LSF succession is composed of aeolian or re-worked aeolian sediments with the Weissliegend interval at the top and a low porosity fluvial interval at the base. In wells located to the east of the field (transect B-B’ excluding 48/11b-8 (Figure 8B)), the Weissliegend interval is less extensive, but there is an increasing fluvial contribution (48/11a-9 and 48/11a-B1) within the middle of the LSF, which does not markedly reduce the NTG, but does reduce the porosity. Ultimately, the best reservoir quality is found within the south of the field where the Weissliegend is less prevalent, and aeolian dunes dominate the sedimentary succession (e.g., 48/11b-4; Figure 8A).
[image: Figure 9]FIGURE 9 | Maps of gross reservoir thickness (A) and average effective porosity (B) created by the gridding of well data points. Gross reservoir thickness is measured as the true vertical thickness from Top Rotliegend Group to Top Carboniferous. The porosity is measured as the arithmetic average of the effective porosity log as modelled within each well (see Figure 8 for examples).
Seal Integrity
A low-permeability, laterally extensive sealing formation is another important aspect to consider in the assessment of a prospective CO2 storage site. While the regional Zechstein Group super-seal is present over the field, halokinesis has led to swelling and welding within the unit (Figure 10B) and coincides with (and probably initiated) extensional faulting in the Mesozoic overburden. An inverted graben directly overlies the field (Figure 6), but a more complex NW-SE-oriented fault zone lies immediately to the east, which also hosts at least two salt diapirs near to the northeast flank of the field (Figure 2). Over the field itself, the Zechstein Group is thin (Figure 10B), following the withdrawal of highly mobile halite intervals (possibly having flowed to the northeast where our mapping of the Top Zechstein Group reflector shows a significant swell (Figure 10A) and there are at least two diapirs (Figure 2)). The unit forms a structural low down at around 2,600 m (Figure 10A), coupled with a thinning to <100 m (but without welding entirely) over the central and western parts of the field (Figure 10B). To the east, the Zechstein Group thickens to around 400–500 m due to the presence of a salt pillow.
[image: Figure 10]FIGURE 10 | Top Zechstein Group depth structure (A) and Zechstein Group thickness (B) maps.
The thickness changes illustrated in Figure 10B are owed to the mobilisation of the Aller, Leine and Stassfurt Halite Formations (Figure 11), which represent three major marine flooding and evaporation cycles (Z2-Z4) across the Southern Permian Basin. The Aller (Z4) and Leine (Z3) Halite Formations are absent over the main area of salt withdrawal and the Stassfurt (Z2) Halite Formation thins to c. 5 m. However, beneath these halites, a relatively uniform sequences of anhydrite and dolomites (Zechsteinkalk—Werraanhydrit Formations (Z1) and Hauptdolomit—Basalanhydrit Formations (Z2)), form a 60–70 m blanket over the Leman Sandstone Formation reservoir. The top of this sequence corresponds to a high amplitude seismic trough at the base of the Zechstein Group (Figure 5). The well 48/11a-9 encountered a 55 m gas column beneath just 5 m of halite (Stassfurt Halite Formation) (Figure 11), which implies that thick halite sequences are not necessarily required for methane trapping and that the tight units beneath are sufficient as a long-term seal.
[image: Figure 11]FIGURE 11 | NW-SE oriented well correlation flattened at Top Rotliegend Group. Carbonates and evaporites at the base of the Zechstein Group (Zechsteinkalk—Basalanhydrit Formations) are present across the entire field with a combined thickness of 60–70 m. The discovery of a gas column in 48/11a-9, which has a Zechstein Group section consisting of only c. 5 m of salt implies that the underlying dolomites and anhydrites are a sufficient seal for methane. In the main withdrawal area, the Leine and Aller Halite Formations and the Plattendolomit Formation are completely absent, and the Stassfurt Halite Formation thins out almost completely. The wells are plotted in TVDSS (m).
While thinning of the seal can be a concern for the CO2 storage prospectivity of Pickerill field, possibly leading to touchdown of the overburden to the sub-salt reservoirs and creating leakage pathways, there does not appear to be any locations where the supra- and sub-salt sections weld. Sub-salt faults do not appear to extend beyond the upper halite intervals of the Zechstein Group though the seismic expression of the unit is very poor over the central part of the field, leading to some uncertainty in this observation. A pathway to the supra-salt would risk seal integrity as the listric faulting in the overburden (Figure 6) has resulted in a variable Triassic supercrop to the Zechstein Group and the distribution and thickness of the argillaceous Bunter Shale Formation (a secondary seal, if the Zechstein Group is absent) is also unclear.
Structural Compartmentalisation and Production History
The main technical challenge to the CO2 storage potential of the Pickerill field is the compartmentalisation within the structure, which has led to variable gas recoveries from production wells. However, from the analysis of geological structure (Figure 7C), fluid contacts and pressure gradients (Figure 3) and gas well productivity (Figures 12A,C), we were able to identify three compartments (Figure 13) that offer good potential.
[image: Figure 12]FIGURE 12 | A series of charts illustrating the gas production from Pickerill field both by well (A,C) and compartment (B,D). (A) Monthly gas production by Pickerill field development well. (B) Monthly gas production filtered by compartment. (C) Cumulative gas production by Pickerill field development well. (D) Cumulative gas production filtered by compartment. Production data accessed from NSTA (2022b).
[image: Figure 13]FIGURE 13 | Reservoir compartments within Pickerill field identified using results of structural mapping, fluid contacts and pressure gradients and well production profiles. The greatest CO2 storage potential lies in the Central, West, and East compartments. The remaining areas are characterised by low gas recoveries, faulting or local degradations reservoir quality. Production wells are annotated by their cumulative gas production.
The largest structural compartment and most productive part of the field is a structural high (horst) in the central-east part of the structure (we term “Central”) (Figures 6B, 7B, 13). It hosts five highly productive gas wells (B1, B5, B8, A7, A3Y), which have combined to deliver 42% of the entire gas volume of the field (Figure 12D). While a closing contour of 2,724 m can be observed along the downthrown block at its northern margin (Figure 7C) (which also aligns with the gas-water-contact in well 48/11b-8), the northern part is mostly undrilled. Furthermore, pressures recorded in wells B3 and B6 show a slight deviation from the main East Pickerill trend (Figure 3) which may indicate the fault bounding the northern edge of the Central compartment is sealing (Figure 13).
A further structural high (“West”) provides another excellent candidate for CO2 storage. The area offers the best reservoir quality in the field (Figure 9B) and despite only being developed using three wells (A2, A4 and A5), it has delivered 28% of the field’s total production (Figure 12D). A deeper extension to this area lies to the north, and it was targeted by production wells drilled later into the field’s life (A6, A6Z, A8 and A8Y). However, the production from these wells has been limited (Figure 12C; Table 1), the area is structurally complex (Figure 7C) and some of these wells necessitated side-tracking due to poor reservoir quality (Werngren et al., 2003). Therefore, we do not include this northern extension in our West compartment (despite falling within closure). We have placed an arbitrary northern boundary to the West compartment between A4 (highly productive) and A1Z (less productive) wells (Figure 13). Similarly, the graben structure that separates West from Central (Figures 6A, 7B) is considered unviable as it hosts a well that encountered a tight reservoir (A1: Werngren et al., 2003) and a dry hole (A9).
TABLE 1 | Summary of the production wells drilled within the Pickerill field, and their potential CO2 capacity (Eq. 1) based on cumulative gas production (assumes a FVF of 222 sm3/rm3 and a ρCO2 of 673 kg/m3). Production data accessed from NSTA (2022b).
[image: Table 1]The third compartment (“East”) hosts two highly productive wells (B4 and B7) and is separated from Central by a series of NW-SE-striking faults and a well that encountered a shallow gas-water-contact and did not produce (B2) (Figure 13). In common with the Central compartment, the southern margin is defined by fault closure and the northern margin is possibly defined by fault seal, separating it from the downthrown northern extension to the structure. Formation pressure data was unavailable for the wells drilled within this compartment; therefore, it is difficult to assess if the block is in pressure communication with the Central compartment.
CO2 Capacity
Our analysis shows that the Central, West and East compartments at Pickerill pose an opportunity for CO2 storage based on their lack of (seismic scale) internal faulting, good reservoir quality and a competent sealing formation. To assess the mass of CO2 that might be sequestered within these compartments, we analysed the gas production from wells drilled in each (Table 1). The gas recovery by well at Pickerill is variable (Table 1; Figure 12C), however, wells drilled in these three compartments mostly recovered >20 Bcf. Wells drilled in other parts of the field where we consider there to be less potential for CO2 storage, generally recovered <10 Bcf (Table 1).
The equivalent mass of CO2 that could be hypothetically injected into each well based on its recovered gas volumes was calculated using Eq. 1 and assuming a common FVF of 222 sm3/rm3 and CO2 density of 673 kg/m3. This approach introduces a series of assumptions and simplifications which were discussed in the Methodology section of this study. This calculation resulted in values of between 3–5 MtCO2 per well (Table 1), for those drilled in the three productive compartments. Bringing these results together, we calculated a total CO2 capacity for the field of 32 MtCO2 which is split as 16 MtCO2 within the Central compartment, 10 MtCO2 within the West compartment and 6 MtCO2 within the East compartment.
The Triassic Bunter Sandstone Formation is a highly prospective unit for CO2 storage within the Southern North Sea, however, we do not observe a potential for storage within this formation at the Pickerill field. The Bunter Sandstone Formation is absent within many of the wells drilled in Pickerill field, including 48/11b-5 (Figure 6B), which targeted a four-way dip closure at Jurassic and Triassic level to the south-west of the field.
OUTER DOWSING OFFSHORE WIND PROJECT
This encouraging CO2 storage potential could be curtailed by the construction of an offshore wind development on the seabed directly overlying the Pickerill field. The Crown Estate granted initial permission in 2021 to Corio Generation and TotalEnergies for their Outer Dowsing Offshore Wind Project (ODOWP) (The Crown Estate, 2021), which spans 500 km2 of the Southern North Sea (Figure 1) and could deliver 1.5 GW offshore wind capacity. Final permissions are expected to be granted in 2022 (Green Investment Group, 2021).
The proposed footprint of the ODOWP overlaps with the Pickerill, Malory, Mordred and Galahad fields (Figure 14). While full geological evaluations for the three latter fields was not conducted, CO2 capacity estimates were calculated using the same approach to that used for Pickerill field. This resulted in a capacity of at least 28 MtCO2 (Figure 14). Provided the ODOWP development proceeds on this basis, this CO2 storage potential will be substantially impacted. The potential CO2 storage operations most strongly affected would be the drilling of injection/production wells and surveying (in particular, towed streamer seismic). Rigs require space above a CO2 storage site to drill CO2 injection, brine production or relief wells. While injection and production drilling would progress during the early stages of a storage project, relief wells are a well control measure and safety exclusion zones would need to be left clear, should drilling be required, for the duration of injection. Fixed wind turbines would also have implications for efforts to monitor the CO2 plume. Monitoring would be achieved through repeated (4D) seismic surveys, but traditional towed-streamer surveying would not be possible if the vessel was required to divert around the turbines. Any seismic monitoring would instead need to be undertaken using more costly seabed-based techniques such as ocean-bottom node surveying (Robertson and McAreavey, 2021).
[image: Figure 14]FIGURE 14 | An illustration of the possible configuration of a CO2 storage cluster and the Outer Dowsing Offshore Wind Project. The footprint of the wind energy project has been reduced to 300 km2 to ensure no overlap with the depleted fields and the estimated capacity reduced proportionally to 0.9 GW. The quoted CO2 emissions saved is an estimate versus electricity generation from natural gas (IEA, 2020). The CO2 capacities of Mordred, Malory and Galahad are calculated using Eq. 1, by taking their cumulative gas production to date and assuming the same pressure conditions as Pickerill. Locations of pipelines, manifolds, well trajectories and turbine locations are schematic.
The juxtaposition of awarding preliminary planning to a wind development directly over a prospective CO2 store is a prime example of the need for holistic thinking and regulatory alignment within the decarbonisation space. Regulators for offshore wind (The Crown Estate) and offshore CO2 storage (NSTA) have an important role to play in ensuring that proposed projects represent the most appropriate use of the seabed and subsurface geology. If both overlapping projects were to progress, cooperation between the project operators would be essential in ensuring stages of their respective developments are aligned and any disputes are handled appropriately. Despite previous academic work (Bentham et al., 2014) and regulatory reports (Robertson and McAreavey, 2021) on this matter, CO2 storage and offshore wind co-location remains a challenge. A recent example of this can be observed in the Southern North Sea where Northern Endurance Partnership’s Endurance CO2 storage project overlaps with Ørsted’s planned Hornsea 4 wind development and the two operators disagree over whether co-existence is possible (Ørsted, 2022).
However, there remains an opportunity for the operators of the ODOWP to make minor design modifications to ensure that it does not impact the fields’ significant CO2 storage potential. If the footprint of the ODOWP is adjusted to avoid the Pickerill, Mordred, Galahad and Malory fields, the size of the development reduces to 300 km2 (Figure 14), and assuming the original 1.5 GW capacity is evenly distributed across the development, this would scale down to 0.9 GW. It has been estimated that for every 1 GW of offshore wind capacity, 1.6 MtCO2/year of CO2 emissions are avoided versus the equivalent power generation from natural gas (IEA, 2020). This equates to 1.44 MtCO2/year for our revised, 300 km2 footprint for the ODOWP. We calculated that a CO2 cluster consisting of the Pickerill, Malory, Mordred and Galahad fields (shown schematically in Figure 14) could hold 60 MtCO2, which, on this basis, might be equivalent to c. 40 years of electricity generation from the ODOWP therefore it seems pragmatic that space should be allowed for both decarbonisation projects to proceed to harness the full extent of the seabed and subsurface.
CONCLUSION

• The depleted Pickerill field is an attractive candidate for CO2 storage as it has produced around 440 Bcf of gas and lies in shallow water relatively close to the east coast of England.
• However, the structure is highly faulted, and WNW-ESE and NW-SE-striking fault sets separate the greater Pickerill structure into several pressure-isolated sub-compartments, of which three (West, Central and East) have sufficient capacity to be meaningful CO2 storage sites.
• Reservoir quality is mostly facies-controlled, with the most porous and permeable intervals attributed to aeolian sediments, though the vertical extent of diagenetic processes (cementation) at the top of the reservoir also reduces reservoir quality and varies over the field.
• Evaporites and carbonates belonging to the Zechstein Group form an effective seal, and while the Zechstein Group thins to less than 100 m over the central portion of the field, it does not weld entirely and has proven effective for gas trapping.
• The three compartments have a combined potential capacity of c. 32 MtCO2 and when combined with potential nearby satellite fields, the area could be developed as a storage cluster capable of sequestering 60 MtCO2. This is equivalent to 2 years’ worth of the UK government’s targeted CO2 sequestration by 2030, but the area’s viability could be curbed by the imminent development of an offshore wind farm.
• It is suggested that the design of the wind farm is amended to enable the CO2 storage opportunity to be realised, something that demands cooperation between the regulatory bodies, the wind farm operator and the gas field/CO2 storage licensee.
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Australia has ambitions to become a major global hydrogen producer by 2030. The establishment of Australia’s and the world’s hydrogen economy, however, will depend upon the availability of affordable and reliable hydrogen storage. Geological hydrogen storage is a practical solution for large scale storage requirements ensuring hydrogen supply can always meet demand, and excess renewable electricity can be stored for later use, improving electricity network reliability. Hosting thick, underground halite (salt) deposits and an abundance of onshore depleted gas fields, Australia is well placed to take advantage of geological hydrogen storage options to support its ambition of building a global hydrogen hub export industry. Using the Bluecap modelling software, we identify regions in Australia that are potentially profitable for large scale hydrogen production and storage. We use the results of this work to suggest high-potential regions for hydrogen development, supporting policymaker and investor decisions on the locations of new infrastructure and hydrogen projects in Australia.
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INTRODUCTION
Hydrogen is a clean-burning fuel and an essential reducing agent with the potential to decarbonise hard-to-abate industrial sectors such as steel and aluminium production, long-haul transport, and industrial heat (IEA, 2019). Governments around the world are increasingly relying upon the establishment of a global hydrogen industry to meet their greenhouse gas (GHG) emissions reduction targets, including many of the countries and jurisdictions that have pledged net-zero emissions by the middle of the century (Bouckaert et al., 2021). A detailed review of many of these policies can be found in the 2022 State of Hydrogen Report, released by the Australian government (DCCEEW, 2022). Australia has ambitions to become a major global hydrogen producer by 2030 (DISER, 2021) and, if successful, would be in strong position to meet its currently pledged climate commitments while significantly contributing to the international race to net-zero emissions by 2050 (COAG Energy Council, 2019).
Endowed with world-class renewable energy resources, a steady supply of natural gas, suitable sites for carbon capture and storage (CCS) and a track record of building large-scale energy industries, Australia is well placed to establish a sustainable domestic and export hydrogen industry (Bruce et al., 2018a; COAG Energy Council, 2019). A key component of Australia’s National Hydrogen Strategy is the development of ‘hydrogen hubs’—regions where large-scale hydrogen demand is aggregated through the co-location of hydrogen users, producers and exporters (COAG Energy Council, 2019; DISER, 2021). Hubs can facilitate the scaling up of hydrogen deployment as the co-location of hydrogen supply and demand reduces upfront investment in transmission and distribution infrastructure, reducing overall hydrogen pathway costs (IEA, 2019). However, the establishment of a hydrogen industry in Australia and globally will depend upon the availability of affordable and reliable large-scale, hydrogen storage solutions (BNEF, 2020).
Geoscience Australia and Monash University have developed the Hydrogen Economic Fairways Tool (HEFT) to assess regions of high potential for the development of new large-scale hydrogen projects (Walsh et al., 2021).1 The model forms part of the Bluecap software suite—a set of tools for evaluating the regional economic potential for new resource project developments (Walsh et al., 2020).2 HEFT accounts for the costs associated with hydrogen production, the quality of the input energy resources, as well as the availability of local infrastructure to support the project and the distance to the final point of sale.
This paper describes how the Bluecap modelling software has been extended to identify regions in Australia that are potentially profitable for large-scale hydrogen production and storage. The new model considers the potential for storage of hydrogen from renewable and non-renewable sources in salt caverns and depleted gas fields. It accounts for the proximity to the storage locations, the relative costs of storage and the availability of local infrastructure. We use the results of this work to suggest high-priority regions for hydrogen development, supporting policymaker and investor decisions on the locations of new infrastructure and hydrogen projects in Australia.
GEOLOGICAL HYDROGEN STORAGE
One of the major challenges in the global race to net-zero emissions is the need for large-scale energy storage to stabilise and improve reliability of intermittent renewable energy supply (Bouckaert et al., 2021; CSIRO, 2021; IRENA, 2021). Hydrogen can contribute significantly to overcoming this challenge as it can be stored in large quantities and over long time periods (BNEF, 2020). For example, excess renewable electricity can be converted into hydrogen via electrolysis—which is then stored, and converted back into electricity as required (COAG Energy Council, 2019; CSIRO, 2021). Stored hydrogen can also be used to balance seasonal fluctuations in the natural gas network (CSIRO, 2021; IRENA, 2021) and could, in the future, help hydrogen exporters meet their shipping schedules (CSIRO, 2021).
The most common hydrogen storage method used today is compression via pressurisation in steel or carbon composite cylinders for small scale applications (Makridis, 2016; IEA, 2019). Pipeline storage, solid state hydrogen storage, and above ground tanks are also suitable for small scale and short term storage requirements (Andersson and Grönkvist, 2019; IEA, 2019). The capacities of these storage methods range from a few kilograms to several tonnes per kilometer in the case of pipeline storage (Kruck et al., 2013). Small capacity storage methods, however, are costly when used on large scales (i.e., 100s of tonnes) due to the relatively low volumetric energy-density of hydrogen compared to other fuels (Bruce et al., 2018a). Underground geological storage options, therefore, offer a practical and cost effective alternative (Andersson and Grönkvist, 2019) and are considered the best option for large-scale and long-term storage of hydrogen (Kruck et al., 2013; Simon et al., 2015; IEA, 2019).
Geological hydrogen storage options include salt caverns, depleted gas fields, rock caverns and aquifers (Tarkowski, 2019). Salt cavern storage and depleted gas fields are generally considered to be the most advanced of these four options: Salt cavern storage is currently in use for long-term hydrogen storage (Hevin, 2019), and while only a few depleted gas fields have been trialed for hydrogen storage, they are widely used for natural gas storage (Craig et al., 2022). Rock caverns and saline aquifers have also been suggested as options for hydrogen storage. However, these options face additional challenges. Rock caverns must be lined (e.g., with steel and cement) to prevent leakage. This increases the initial cost of investment relative to salt caverns, and means that rock caverns will not self-seal after tectonic activity (Khaledi et al., 2016; Ennis-King et al., 2021). Aquifer storage has many similarities with storage in gas reservoirs, with the additional complication that there is not guarantee of a trapping mechanism (Craig et al., 2022). In addition, the reservoir properties of many saline aquifers will be less well known than those in depleted gas reservoirs, requiring additional development time. As such, although underground rock cavern and aquifer hydrogen storage may have future potential, these technologies are less well established (Muhammed et al., 2022) and are not considered in the assessment below.
As suitable sites for underground storage are dependent on the geographical distribution of the aforementioned storage options (IEA, 2019), geological storage will not be possible for all countries wanting to establish their own export-sized hydrogen supply chains (BNEF, 2020). Australia is well placed to take advantage of geological storage to support its ambition of becoming a major global hydrogen player by 2030, as the country hosts thick, underground halite (salt) deposits and an abundance of onshore depleted gas fields (Bruce et al., 2018a). The advantages and disadvantages of these two geological storage options are outlined in the following sections.
Salt Cavern Storage
Salt caverns are considered by many to be the best large scale storage option for hydrogen (Simon et al., 2015; Caglayan et al., 2020), if available, as they offer the lowest levelised cost per unit of hydrogen (Chen et al., 2023). Salt caverns are man-made structures, formed by drilling into a thick salt deposit, and circulating water to dissolve a section of the formation (Craig et al., 2022). Typical salt caverns sit deep underground (between 0.5–2 km), have a working capacity of 3,000–10,000 tonnes of hydrogen per cavern (BNEF, 2020), and are generally operated in a series of adjacent caverns (IEA, 2019). Caverns are a relatively mature storage technology, with thousands used to store oil, gas, hydrogen and other substances globally (BNEF, 2020). Long-running salt caverns used to store hydrogen include the Teesside caverns in the United Kingdom and the Clemens Dome, Spindletop and Moss Bluff caverns in the United States (Williams et al., 2022). The majority of internationally planned hydrogen storage facilities are also targeting salt caverns (Zivar et al., 2021).
The advantage of using caverns for hydrogen storage is they provide: significant economies of scale; high cycling rates and efficiencies (∼98%); low parasitic energy requirements; a low risk of hydrogen contamination and leakage due to the inert and impermeable nature of salt; low operational and land costs due to the small surface footprint of cavern infrastructure; and a low safety risk compared to other forms of hydrogen storage (Lord et al., 2014; Bunger et al., 2016; BNEF, 2020). Additionally, the pressures employed in cavern storage (45–275 bar; BNEF, 2020) enable high discharge rates making them attractive for industrial and power sector applications (IEA, 2019).
The main disadvantage is that the locations suitable for cavern storage are geographically limited due to their dependence on specific geology (Bruce et al., 2018a). Moreover, in places like Australia—where caverns are not yet used for commercial storage purposes—potentially expensive exploration campaigns are required (Bruce et al., 2018a). Caverns also require pipeline networks, which increase start-up costs, while the shrinking of a cavern may increase the cost of storage throughout a cavern’s lifetime (BNEF, 2020). From an environmental perspective, the cost of safely disposing of brines produced when creating a cavern must also be considered (Craig et al., 2022).
Depleted Gas Fields
Utilising depleted gas fields for natural gas storage is an economically viable technology with more than 500 facilities in operation globally (Judd and Pinchbeck, 2016). Use of depleted gas fields for hydrogen storage, however, is still at a low technological maturity and is not yet commercially viable. Only a few trial projects have been conducted globally (Ennis-King et al., 2021; Craig et al., 2022). The feasibility and cost of large-scale hydrogen storage in depleted gas fields, therefore, is yet to be proven (IEA, 2019). If this technology can be proven economically viable, it could serve as a suitable option for seasonal hydrogen storage, especially in locations with no access to salt caverns (IEA, 2019). With larger storage capacities (300–100,000 tonnes of hydrogen per field) (BNEF, 2020) and a wider distribution than caverns, depleted gas fields offer a suitable alternative to cavern storage (Bruce et al., 2018a).
A large benefit of storing hydrogen in depleted gas fields is that the geological properties of the storage reservoir are well understood as the locations have served as sites for gas production for several years (Craig et al., 2022). This reduces or eliminates the need for exploration and characterization (Bruce et al., 2018a). The maturity of the petroleum industry also means that much of the required infrastructure for operating a hydrogen storage facility (wells, pipelines etc.) is already in place, reducing capital costs compared to cavern storage (Ennis-King et al., 2021) (although it should be noted that some components may need to be lined or upgraded). Similar to caverns, depleted gas fields have low parasitic energy requirements and are considered a relatively safe technology (BNEF, 2020).
One of the main drawback of using depleted gas fields for storage is that they are geographically limited due to their dependence on geology (Ennis-King et al., 2021). Beyond location, the main challenge of using depleted gas fields for hydrogen storage is the risk of contamination. Hydrogen gas can mix with residual gases in the reservoir, reducing its purity (Amid et al., 2016; Ennis-King et al., 2021). Any such contaminants need to be removed before hydrogen can be used within a fuel cell, adding costs to the storage process (IEA, 2019). Other disadvantages of using depleted gas fields for hydrogen storage include (but are not limited to): hydrogen losses (approximately 2% per year; BNEF, 2020) through diffusion (Amid et al., 2016); the requirement of a high percentage (50%) of cushion gas (Kobos et al., 2011); and the slow cycling rate when compared with open caverns (Craig et al., 2022).
LOCATING REGIONS FAVOURABLE FOR HYDROGEN STORAGE DEVELOPMENT
Establishing a hydrogen industry in Australia and globally will depend upon the availability of affordable and reliable geological storage solutions (Geoscience Australia, 2021b). Careful planning is, therefore, required to ensure hydrogen supply networks (inclusive of geological storage) are developed in the most economically viable regions of the country.
To support decision making by policymakers and investors on the location of new infrastructure and hydrogen hubs in Australia, Geoscience Australia, in collaboration with Monash University, has developed an open source software platform, known as Bluecap, to estimate the regional economic potential for resource development in Australia (Walsh et al., 2020; 2021). Originally created to determine regional potential for mineral projects, the software platform has been extended to evaluate the economic potential for renewable hydrogen and hydrogen produced from natural gas and coal with carbon capture and storage.
Bluecap conducts detailed geospatial-financial analyses of future large-scale hydrogen projects and assesses the quality of energy resources (such as wind, photovoltaic, concentrated solar power, or hybrid wind and solar) required to produce hydrogen. It also includes the costs associated with rail and road transportation infrastructures and total transportation distances, pipelines to export ports, distances and costs of water access, and geological hydrogen storage options in the software’s analysis. For blue hydrogen production (i.e., hydrogen produced from natural gas or coal with carbon capture and storage), the model also accounts for the cost of storage and transmission to the closest sequestration site.
Using the Bluecap software, we have modelled the Net Present Value (NPV) of producing, transporting, and geologically storing renewable and CCS hydrogen across Australia in 2030. Our work integrates the economics of geological hydrogen storage with the hydrogen supply chain for the first time in the Australian context, providing novel insight into the economic possibility of Australia succeeding in its ambition of leading the global hydrogen market by 2030.
Integration of Geological Hydrogen Storage Into Bluecap
The original hydrogen model in Bluecap allowed for the assessment of hydrogen sold either at the “plant-gate” or for export (cf. Walsh et al., 2021). The first option considers the sale of produced hydrogen at the site of production, assessing the NPV of a potential project where hydrogen transport costs are not considered. The second option assumes produced hydrogen is transported to the nearest suitable export location, assessing the impact hydrogen transport costs have on the NPV of a potential project.
The key steps involved in the Bluecap calculation are illustrated in Figure 1. First a local plant model is used to calculate the year on year cash flow for the project for a given hydrogen production target and fixed capacity factor. The plant model accounts for the startup and ongoing costs of both the renewable energy source and the cost of electrolysis, as well as any state or federal taxes or rebates on the project. Next the plant cost estimates are repeated for different capacity factors to build up a lookup function describing the plant costs. These lookup functions are then applied to Australia-wide capacity factor maps, to obtain regional estimates of the plant costs. These costs are combined with estimates of the associated infrastructure and transportation costs derived from maps of the local infrastructure distances: distance to roads, rail, and export ports, transportation distances, and distances to water and power transmission (if required).
[image: Figure 1]FIGURE 1 | Key steps involved in the Bluecap hydrogen storage calculation: A model of the plant specific cost is first used to determine the year on year cash flow for a given production target; the model is used to create interpolation functions relating the plant costs to the underlying renewable resource; the interpolation functions is combined with maps of the associated renewable energy resource and available infrastructure to generate maps of regional economic potential.
In the present extension to the Bluecap code, we have added geological hydrogen storage as a supplementary option under the “hydrogen-end point” selection. Produced hydrogen my be sold to a salt storage facility (i.e., salt cavern) or depleted gas field facility, at a discount equivalent to the levelised cost of storage (LCoS) as indicated in Table 1. This allows the user to assess the impact of hydrogen transport costs and levelised cost of geological storage on the NPV of a potential hydrogen project—an assessment that has not yet been conducted in the Australian context.
TABLE 1 | BNEF (2020) future estimates on levelised cost of hydrogen storage (LCoS) ($/kg of working capacity of hydrogen) in salt caverns and depleted gas fields.
[image: Table 1]Geological Storage Cost Estimates
BNEF (2020) provides the default cost estimates used in our model to map the economic potential of hydrogen production paired with geological storage up to 2030. The complexity of determining costs for geological hydrogen storage arises from the extensive variations in factors such as storage capacities, operating conditions, and the frequency of injection and withdrawal cycles, which is beyond the scope of this study. For consistency, the default estimates used in our model draw primarily from a single, comprehensive source (BNEF, 2020), which takes into account a wide range of assumptions related to the unique characteristics of both salt caverns and depleted gas fields. These projected cost estimates align with those suggested by the CSIRO National Hydrogen Roadmap (Bruce et al., 2018b) for salt caverns (in the best-case scenario with monthly cycling, a storage capacity of 1.8 million cubic meters has a levelized cost of US$0.11–0.14 per kg) and Yousefi et al. (2023) for depleted gas fields. These default values, however, can be overridden by the user’s own cost models as desired.
Table 1 outlines the BNEF (2020) levelised cost of storage (LCoS) estimates for both salt cavern and depleted gas field hydrogen storage. Capex, opex and cycling rates are included in the estimates. For annual salt cavern storage, we use an estimated cost of 0.70 US$/kg, which is calculated from the monthly and biannual cycle costs assuming a linear relationship between cost and storage duration.
The cost of cycling hydrogen gas in and out of caverns and depleted fields is also included in the LCoS. Cycling rates impact capex and opex, and are a key determinant of overall storage costs. For salt caverns, monthly and bi-annual cycling rates are based on an assumed cycling time of 20 days fill time and 10 days withdrawal time of working gas. Depleted gas fields are assumed to cycle once per year. Maximum gas injection and withdrawal rates in porous reservoirs are significantly less than those in open salt caverns, impacting the rate of cycling (maximum 0.5%–1% daily withdrawal, or roughly 1–2 cycles per year; BNEF, 2020).
Hydrogen transport costs from a production facility to the closest potential export location, or geological storage site, were also considered in the model. Hydrogen transportation costs by pipeline are based on estimates for Australia (Kan and Shibata, 2018) that include both capital and operational cost-estimates. Road and rail transportation costs are based on estimates provided by the CSIRO for fleet capex and opex (Bruce et al., 2018a) and AusIMM estimates for new road or rail construction (Burt et al., 2012). A detailed description on how the Bluecap software conducts hydrogen transport assessments on a regional scale and how suitable locations for hydrogen export have been determined can be found in Walsh et al. (2021).
Geological Storage Locations
Here, we describe the model to calculate the cost of transporting hydrogen from a potential production location to a geological storage site. The ability to utilise a specific location for large-scale hydrogen storage—as an underground salt cavern or depleted gas field—is highly dependent on favourable geology (Sadler et al., 2016; Bruce et al., 2018a). As such, only a select number of potential geological storage sites across Australia are considered in this study.
Salt Cavern Site Selection
Estimates vary as to how thick salt formations should be for large scale storage. For example, Caglayan et al. (2020) estimates that salt formations of 200 m or more are needed for hydrogen storage, while Williams et al. (2022) state that halite formations 50 m or greater may be sufficient. The thickness requirements will also vary depending on whether the cavern is located within a salt dome or bedded salt layer (Caglayan et al., 2020; Bradshaw et al., 2023). For the purpose of this study we assume a minimum thickness of 100 m is required for long-term storage. Figure 2 shows the locations of halite (salt) bearing basins in Australia, and the known, thick ([image: image]100 m) halite accumulations within those basins. Halite accumulations that are greater than 100 m thick (marked by lime green polygons in Figure 2) are found in the Adavale Basin (Etonvale Formation; Boree Salt, Amadeus Basin (Chandler Formation) and Canning Basin (Carribuddy Group; Mallowa Salt and Minjoo Salt members) (Wells and Hodgson, 1980; Haines, 2010; Hashimoto et al., 2018; Bradshaw et al., 2023). The Mallowa Salt member in the Canning Basin is the most extensive halite unit in Australia with thicknesses of 700–800 m in some regions (Haines, 2010; Bradshaw et al., 2023).
[image: Figure 2]FIGURE 2 | Map showing locations of halite (salt) bearing basins across Australia and known, thick ([image: image]100 m) halite accumulations within those basins. Halite deposits could provide large scale, underground storage for hydrogen. Note, only onshore halite formations known to be greater than 100 m thick have been included in the Bluecap economic fairways modelling.
A spatial dataset of the locations of thick halite formations (lime green polygons in Figure 2) were included in Bluecap to model the economic potential of coupling a potential hydrogen project with a potential salt cavern storage site. This dataset was created by Geoscience Australia and can be freely accessed at AusH2 (Geoscience Australia, 2021c).
Depleted Gas Field Site Selection
Figure 3 shows the locations of conventional onshore depleted gas fields and underground gas storage facilities (depleted gas fields that have been repurposed to store seasonally store natural gas) in Australia. Offshore depleted gas fields have not been considered as potential hydrogen storage options in our Bluecap modelling due to the increased costs and technical complexity associated with offshore gas storage. Current petroleum titles included in Figure 3 (shown in red) highlight operating petroleum fields that could potentially be repurposed for hydrogen storage once depleted.
[image: Figure 3]FIGURE 3 | Map showing locations of conventional onshore depleted gas fields and underground gas storage facilities in Australia. Current petroleum production title areas are also included to highlight currently operating petroleum fields that could potentially, in the future, be repurposed for hydrogen storage once depleted.
The data points for onshore depleted gas fields were collated from a range of sources including data provided directly to Geoscience Australia from State Geological Surveys (South Australian, Victorian and Western Australian data points), Australian Stock Exchange (ASX) reports (New South Wales data points), and open access data from the Queensland Government’s Open Data Portal (Queensland data points). Using the Queensland data portal, we determined if a gas field located in Queensland was depleted by cross referencing six-monthly gas production data with gas reserves statistics over a four and half year period (30 June 2015 to 31 December 2019). If a field reported zero million cubic metres for both “total gas produced” and “remaining reserves” as at 31 December 2019, the field was classified as depleted and included in the Bluecap modelling.
The location data for underground gas storage facilities were collated from a range of open source websites and reports—including works by Core Energy Group (2015)) for the Australian Energy Market Operator (AEMO) on gas storage facilities in eastern and south-eastern Australia—ASX reports, and storage company reports. Similar to the halite formations, a spatial dataset of the locations of onshore depleted gas fields and underground gas storage facilities was included in Bluecap to model the economic potential of coupling a potential hydrogen project with a depleted gas field storage site. This dataset was created by Geoscience Australia and can be freely accessed at AusH2 (Geoscience Australia, 2021a).
RESULTS AND DISCUSSION
In this section, we consider two main scenarios for hydrogen storage in 2030 using the Bluecap modelling tools. The first examines the potential for using hydrogen produced from renewable energy sources, while the second evaluates potential hydrogen production from natural gas with carbon capture and storage. Using the Bluecap modelling tools, we consider the impact that salt cavern and depleted gas field hydrogen storage has on the NPV of potential hydrogen operations across Australia.
2030 Renewable Hydrogen Scenario
In this section, we consider the impact of potential hydrogen storage facilities on the production of green hydrogen (i.e., hydrogen produced from 100% renewable energy) using solar power. Table 2 shows the main assumptions used to model the 2030 renewable hydrogen scenario. The LCoS estimates for salt cavern and depleted gas field storage are optimistic, assuming the cheapest end of the future best case estimates by BNEF (2020) are achieved by 2030.
TABLE 2 | Key assumptions adopted in Bluecap for the 2030 renewable hydrogen scenario.
[image: Table 2]The simulation results are presented in Figure 4. Figure 4A maps the estimated NPV of hydrogen projects considering both sales to export ports and hydrogen storage facilities, while Figure 4B considers the sale of hydrogen to storage locations only. Both maps show regions of positive NPV around the key storage sites, with gradations away from those locations caused by the effect of the cost of hydrogen-transportation and access to road and rail infrastructure.
[image: Figure 4]FIGURE 4 | Modelled regional NPV for a 1,000 tonne per day renewable (i.e., green) hydrogen plant using solar electricity in 2030: (A) hydrogen transported to either a potential export or a storage location; (B) salt cavern storage only; and (C) salt cavern storage with a 12 months cycle. The final map (D) highlights positive NPV regions in the 95% percentile for storage. Hydrogen is produced through PEM electrolysis (estimated capex US$440/kW in 2030) with hydrogen transport via pipeline to the nearest suitable export location or geological storage site. The target hydrogen price is $3.10/kgH2. Areas of greater NPV indicate more favourable conditions for hydrogen production under these assumptions.
While sales to salt cavern storage remain competitive with export port sales under the assumptions listed in Table 2, the higher cost of depleted gas storage meant that these locations did not report a positive NPV. Nevertheless there may be other reasons to consider development of depleted gas reservoirs, as discussed further in Storage in Depleted Gas Reservoirs section. We also consider the effect of storage duration on the potential for salt storage, using an annual cycle in Figure 4C. While the economic potential is considerably reduced under these assumptions, areas of positive NPV can still be found in the Pilbara and central Australia. Both regions are further highlighted when we outline the high potential regions for storage in Figure 4D.
2030 CCS Hydrogen Scenario
Table 3 shows the main assumptions used to model the 2030 CCS hydrogen scenario. The natural gas price has been forecast at AU$10.00/GJ in line with estimates by AEMO (2022). It should be noted that due to the elevated price of natural gas, the model does not predict any regions of positive NPV at $3.10/kgH2 with or without hydrogen storage. Nevertheless, the gas price is extremely volatile due to the ongoing war in Ukraine and uncertainties around future gas supply and demand. As such, the target hydrogen price has also been increased in these models to $4.20/kgH2. As in the renewable energy scenario, the LCoS estimates for salt cavern and depleted gas field storage are optimistic, assuming the least-expensive future best case estimates by BNEF (2020) are achieved by 2030.
TABLE 3 | Key assumptions adopted in Bluecap for the 2030 CCS hydrogen scenario.
[image: Table 3]The blue hydrogen model favours hydrogen salt cavern storage in the Adavale Basin, due to its proximity to the natural gas network and likely CCS reservoirs (Figure 5). Again, despite their close proximity to the natural gas network, hydrogen storage in natural gas reservoirs was not found to be competitive with sales to either salt cavern storage or directly to export ports.
[image: Figure 5]FIGURE 5 | Modelled regional NPV for a 1,000 tonne per day CCS (i.e., blue) hydrogen plant using natural gas in 2030: (A) hydrogen transported to either a potential export or a storage location; (B) salt cavern storage only. The lower map (C) highlights positive NPV regions in the 95% percentile for storage. Hydrogen is produced via steam methane reformation and CCS with hydrogen transport via pipeline to the nearest suitable export location or geological storage site. The forecasted gas price for 2030 is AU$10.00/GJ (AEMO, 2022) and the target hydrogen price is $4.20/kgH2. Areas of greater NPV indicate more favourable conditions for hydrogen production under these assumptions.
Storage in Depleted Gas Reservoirs
Hydrogen storage in depleted gas reservoirs is anticipated to be significantly more expensive than salt cavern storage on a per kilogram basis, due primarily to the low cycling rates, need for cushion gas and greater losses experienced in gas reservoirs (Bruce et al., 2018a). Under the assumptions adopted in this paper, the increased cost of storage in depleted gas reservoirs meant that no sites could be found on par with production of hydrogen for direct export. Nevertheless, there may be other reasons to consider storage of hydrogen in depleted gas reservoirs; for example, for long-term energy security or in anticipation of decreased storage costs in the future.
Accordingly, Figure 6 highlights the regions best suited for hydrogen production and depleted gas reservoir storage under both the renewable and CCS scenarios. For the purpose of this figure, we have set the storage cost to 0, to highlight the best-performing locations. As was the case for salt cavern storage, the northwestern fields tend to favour hydrogen storage from renewable energy sources. Fields in central Queensland and at the Queensland/South Australian border are highly ranked under both scenarios. Locations on the South coast of Victoria are favoured for storage of hydrogen from natural gas with CCS, due to the proximity of the gas network and the Otway CO2 storage basin.
[image: Figure 6]FIGURE 6 | Locations best suited (95th percentile) for hydrogen production with subsequent storage in depleted gas reservoirs under the renewable energy scenario (green) and the CCS scenario (blue).
CONCLUSION
Australia hosts significant capacity for geological hydrogen storage either in the form of salt cavern storage or depleted gas fields. Known halite accumulations greater than 100 m in thickness are present in the Canning Basin in Western Australia, the Amadeus Basin in the Northern Territory and the Adavale Basin in Queensland respectively, while natural gas storage sites, depleted and current reservoirs exist in all Australian states and territories except Tasmania.
The suitability of sites for hydrogen storage will depend on their proximity to potential sites for hydrogen production and the type and cost of storage. To assess the potential impact of these sites, we have developed a model to estimate the regional economic potential for hydrogen production and storage. The module assesses the cost of producing and transporting hydrogen either to an export location or a potential storage site, and can be used to evaluate the potential benefit for selling hydrogen to each destination.
The results from the analysis illustrate that salt cavern formations could provide potential benefit for hydrogen production, particularly around the Pilbara region in north Western Australia. This is due to the high potential for solar production in this region and the relatively low cost of salt cavern storage. While depleted gas fields are naturally closer to sites of gas production and transmission infrastructure, the current high prices for natural gas, the high cost of storage and low cycling rates in depleted gas reservoirs makes them less economically favourable.
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The Earth’s subsurface not only provides a wide range of natural resources but also contains large pore volume that can be used for storing both anthropogenic waste and energy. For example, geothermal energy may be extracted from hot water contained or injected into deep reservoirs and disused coal mines; CO2 may be stored within depleted petroleum reservoirs and deep saline aquifers; nuclear waste may be disposed of within mechanically stable impermeable strata; surplus heat may be stored within shallow aquifers or disused coal mines. Using the subsurface in a safe manner requires a fundamental understanding of the physiochemical processes which occur when decarbonising technologies are implemented and operated. Here, thermal, hydrological, mechanical and chemical perturbations and their dynamics need to be considered. Consequently, geoscience will play a central role in Society’s quest to reduce greenhouse gas emissions. This contribution provides a review of the physiochemical processes related to key technologies that utilize the subsurface for reducing greenhouse gas emissions and the resultant challenges associated with these technologies. Dynamic links between the geomechanical, geochemical and hydrological processes differ between technologies and the geology of the locations in which such technologies are deployed. We particularly focus on processes occurring within the lithologies most commonly considered for decarbonisation technologies. Therefore, we provide a brief comparison between the lithologies, highlighting the main advantages and disadvantages of each, and provide a list of key parameters and properties which have first order effects on the performance of specific rock types, and consequently should be considered during reservoir evaluation for decarbonising technology installation. The review identifies several key knowledge gaps that need to be filled to improve reservoir evaluation and performance prediction to be able to utilize the subsurface efficiently and sustainably. Most importantly, the biggest uncertainties emerge in prediction of fracture pattern development and understanding the extent and timescales of chemical reactions that occur within the decarbonising applications where external fluid or gas is cyclically injected and invariably causes disequilibrium within the system. Furthermore, it is clear that whilst geoscience can show us the opportunities to decarbonise our cities and industries, an interdisciplinary approach is needed to realize these opportunities, also involving social science, end-users and stakeholders.
Keywords: thermal-hydrological-mechanical-chemical (THMC) processes, geological strata, geothermal energy, nuclear waste disposal, CCS
INTRODUCTION
Human reliance on carbon-intensive energy sources is overwhelmingly accepted to be accelerating climate change (IPCC, 2013), which is likely to have severe consequences unless global warming is limited to 1.5°C above pre-industrial levels in accordance with the Paris Agreement (IPCC, Forthcoming 2018). Rapid decarbonisation, resulting in net-zero or sub-zero greenhouse gas (GHG) emissions, is necessary to meet this goal. The rate at which we reduce GHG emissions will be driven by economic factors, social acceptance, technological advances as well as political will. These factors are highly dependent on the details of the individual technology or the set of technologies to be employed. Many decarbonisation technologies are directly linked to the subsurface; examples are Compressed Air Energy Storage (CAES), hydrogen storage, geothermal heat and energy extraction, Underground Thermal Energy Storage (UTES), as well as technologies that will play a crucial role in energy transition such as Carbon Capture and Storage (CCS) and radioactive waste disposal as a necessary part in nuclear power generation (Figure 1). Consequently, processes occurring in the subsurface are key to the suitability and cost of the specific decarbonising technology as well as way it is implemented. Engineered solutions are highly dependent on the characteristics of the subsurface, where during exploration, implementation and utilization, geomechanical, geochemical and geobiological processes may alter the subsurface potentially impacting economics and safety. The most fundamental task for the geological community to support geological decarbonisation technologies is to characterize the geochemical and geomechanical nature of the subsurface because only specific lithologies and their properties are suitable (Stephenson et al., 2019). A second common challenge is the need to understand better the flow of fluids in the deep subsurface, whether that may be water, steam, hydrogen, CO2, or petroleum. The presence of several immiscible fluid phases in the subsurface, reactive rock-fluid interfaces, permeability variations through time and space as well as rock, stress and pore pressure heterogeneity makes this task particularly difficult. Taking the complexity of the system into account requires in-depth knowledge of the dynamics between interrelated thermal-hydrological-mechanical-chemical (THMC) processes over large time-scales. For example, reactive transport models, which at present mainly focus on the chemical reactions associated with fluid influx and/or outflow, need linking to simultaneous changes in the physical and mechanical properties of a storage or energy extraction site.
[image: Figure 1]FIGURE 1 | Schematic illustrating subsurface utilization to achieve decarbonisation goals for net-zero carbon dioxide emissions. Decarbonisation applications include nuclear waste storage (GDF-Geological Disposal Facility); Carbon Capture and Storage (CCS); geothermal heat and energy utilization (deep Enhanced/Engineered Geothermal Systems (EGS), hydrothermal systems, and shallow (<120 m) geothermal heat pumps); Underground Thermal Energy Storage (ATES, Aquifer Thermal Energy Storage; PTES, Pit Thermal Energy Storage; BTES, Borehole Thermal Energy Storage; MTES, Mine Thermal Energy Storage); Hydrogen storage in caverns and aquifers; and Compressed Air Energy Storage in Caverns (CAESC) and Aquifers (CAESA).
While this review aims to provide an overview of the different physiochemical processes important to consider for the implementation, sustainability and safety of decarbonisation technologies, focus is placed on the strategies to improve our scientific understanding of: 1) how fluids and gases flow and react within a subsurface site as they pertain to selected decarbonisation technologies, and 2) how this flow changes the mechanical properties of the storage site and with that its structural integrity. The field of decarbonizing technologies supported by the subsurface is so wide that it is not feasible to review all possible technologies to the necessary depth. Consequently, we selected three main areas to focus on: 1) geothermal heat and energy extraction including UTES, 2) CO2 storage, and 3) nuclear waste disposal as they cover different types of resource types namely water/steam, gas and nuclear waste, respectively. In addition, the chosen technologies are representative for the range of imposed effects to the environment (e.g., changes in stress field, temperature and geochemistry, air-water-rock reactions etc.), which are shared with many other decarbonisation technologies (Figure 1). Therefore, the concepts, challenges and remaining research questions highlighted in this review will be applicable to the many other decarbonisation technologies that utilize the subsurface. For example, potential structural changes within the host or cap rock due to CO2 storage in saline aquifers may have similar impact to Compressed Air Energy Storage in Aquifers (CAESA) (Figure 1). Hydrogen storage also puts similar pressures on a formation rock as CO2 storage and CAES; they all require high pore spaces within the reservoir rock for injection of large volumes of gas. Therefore, CAESC, CO2 and hydrogen storage in caverns will have similar requirements for a reservoir and also pose similar potential environmental problems.
The determination of subsurface conditions along with current and evolving reservoir rock properties is indispensable for exploration and utilization of decarbonisation technologies. Importantly, the dynamic links between individual THMC processes and reservoir/storage rock properties through time are distinct in different geological materials. This contribution therefore sets out to identify the main THMC processes occurring within the six main lithologies considered for decarbonisation technologies: sandstones, carbonates, granites, shales/mudstones/claystones, evaporites and coal. Even though biological processes also play an important part in the dynamic behaviour of subsurface reservoir, we focus on the physiochemical processes and only the main effects of biological processes are mentioned in the text. All of these processes and their short- and long-term effects have to be taken into account when exploring, implementing and utilizing a sustainable decarbonising technology.
This review is structured in the following way: (1) General overview of main decarbonisation technologies, their geological requirements and technology installation effects on the subsurface; (2) processes and changes within the subsurface strata induced by these decarbonising technologies; (3) solutions for mitigating some of the potential problems associated with point (2), especially those related to permeability decrease within the formation rock over time; and (4) lithology-specific processes occurring within the subsurface that should be considered when evaluating specific subsurface conditions for different technologies. We will discuss and compare benefits and challenges related to different lithologies for each selected decarbonisation technology; and lastly provide an overview of some of the knowledge gaps that are important to fill for successful implementation and operation of these technologies. The review identifies the key parameters and properties that need to be considered when evaluating a specific reservoir rock for the decarbonising technology providing a pathway for research underpinning successful geoscience supported decarbonisation efforts.
DECARBONISING TECHNOLOGIES: GENERAL CONCEPTS AND GENERAL SUBSURFACE REQUIREMENTS
Different technologies require different subsurface characteristics for their successful implementation and operation. Installation and utilization of each technology will create different perturbations to the natural state. The following section describes the general characteristics of each selected decarbonising technology, necessary attributes of the subsurface as well as the imposed effects of these technologies on the strata. For more in-depth reviews on the technologies the readers are referred to additional literature (e.g., Aminu et al., 2017; Apted and Ahn, 2017; Moya et al., 2018).
Geothermal Energy Extraction and Heat Storage
Geothermal heat can be utilized at shallow depth (1.5–300 m) through the use of heat in groundwater and soil via heat pumps, and at greater depth (>500 m) by extracting heat from hot water and/or steam from hydrothermal reservoirs (Figure 1). These may be hosted in sedimentary rocks and typically utilized for direct heat applications or those developed in crystalline rocks, which may also be used to generate electricity as well as direct heat applications. Those in higher temperature (>120°C) but low permeability rocks such as metamorphic or plutonic basement complexes or at the fringe of volcanic hosted geothermal fields are also known as the Enhanced/Engineered Geothermal Systems (EGS) or petrothermal systems, because enhanced fracture networks are created artificially. Pre-existing natural fractures cause induced hydraulic fractures to have multistrands (e.g., Warpinski and Teufel, 1987), and recent core-through experiments show that even in the absence of pre-existing open fractures, stimulation fractures can develop quite complicated patterns, for instance, by bifurcations at bedding planes (Gale et al., 2018). Technologies are available to extract heat from both high and extremely low permeability reservoirs. Geothermal systems are run either by a convection or conduction heat transfer mechanisms (e.g., Moeck, 2014).
Convection-dominated geothermal heat extraction is often associated with a high geothermal gradient (>30°C/km) and natural fluid flow. High rock permeability (>10 mD) is necessary to allow significant convection, which is largely controlled by deformation structures, such as faults and fractures. Such a regime is available at plate tectonic margins, or settings of active tectonism and volcanism (Moeck, 2014, and references therein). These reservoirs have sufficient permeability to transport heat through the convection process because water can flow through the fracture/matrix pore space and heat up through the interaction with the hot rock surface, carrying the then heated water to the boreholes. The drawdown of the groundwater during utilization may significantly limit the amount of heat that can be extracted. Sustainable application of these resources therefore requires reinjection of the fluid after heat has been extracted. Increasing well performance and ensuring the reservoir does not clog up through porosity closure due to suspensions, biofilms or mineral precipitates during production are the main challenges for reservoir engineering in which water flows through the primary porosity within the matrix (e.g., Brehme et al., 2018). In tight systems, permeability is increased either by hydraulic fracturing or acidification (e.g., Zimmermann et al., 2009; Breede et al., 2013; Schumacher and Schulz, 2013). However, it is a challenge of geoscience to be able to document and characterize the pre-existing fracture patterns, so that the optimal stimulation design can be used. Mechanics is a useful tool for deciphering how fracture patterns form. However, fracturing is a physiochemical process that involves the breaking of bonds, and for fractures formed at depths of ∼1–10 km and temperatures of 50–200°C, chemical reactions are common and diverse, making their impact on fracture pattern development hard to predict (Laubach et al., 2019).
Conduction-dominated geothermal heat and energy extraction systems may also be called passive geothermal energy extraction systems due to the absence of fast convective flow of fluids (Moeck, 2014). These systems are normally located at passive tectonic plate settings, where no significant recent tectonism or volcanism occurs. In low porosity reservoirs heat is transferred through heat conduction through rock’s matrix, and sometimes in high porosity reservoirs—through the formation water within the pore system. The low porosity reservoirs are used without the artificially created fracture porosity and rather rely on conduction of heat into boreholes. In this case, permeability of the rock is irrelevant, whereas its conductivity is very important. In such systems, the underground water is static and exchanges heat with a piping loop filled with working fluid via a conduction mechanism (Lund et al., 2004). The buried pipe system acts as a radiator or heat exchanger. At present, a potentially promising technology for closed-loop circulation at great depths is Eavor-Loop™, which consists of two connecting vertical wells several kilometres deep with many horizontal multilateral wellbores several kilometres long (Amaya et al., 2020).
Compared to closed-loop (conduction-dominated) geothermal reservoirs, open-loop (convection-dominated) resources have a higher efficiency of thermal exchange in the subsurface as the heat carrier media is in direct contact with the surrounding ground (Luo, 2014), whereas closed-loop systems only exchange heat at the rock-borehole interface. Therefore, open-loop systems have more impact on the reservoir’s thermo-hydro- mechanical-chemical state, whereas in closed-loop systems, apart from reducing its temperature (e.g., Law et al., 2015), installation and operation of the closed-loop system has a minimal effect on the subsurface strata. Therefore, later in the text we only refer to open-loop systems.
Subsurface Heat Storage—Underground Thermal Energy Storage
Underground Thermal Energy Storage (UTES) uses similar principles and technologies to geothermal energy extraction, except it stores surplus heat energy from power plants and industrial processes, or from installed solar plants or greenhouses instead of utilizing high naturally occurring geothermal gradients. However, in some cases, a hybrid system can use both—geothermal water utilization and heat storage (e.g., Menéndez et al., 2019). The type of UTES depends heavily on the nature of the subsurface storage site, which can be Aquifer Thermal Energy Storage (ATES), Borehole Thermal Energy Storage (BTES), Pit Thermal Energy Storage (PTES), Mine Thermal Energy Storage (MTES) and Cavern Thermal Energy Storage (CTES) systems (Figure 1). ATES uses natural groundwater basins, normally with low natural fluid flow rates, otherwise heat loss would be large (Kallesøe and Vangkilde-Pedersen, 2019). Due to the similarity in flow character, ATES technologies may face the same problems as open-loop geothermal systems. BTES is a closed-loop system and its principle is to heat or cool the subsurface by circulating a fluid in plastic U-tube pipes installed in a large number of closely spaced boreholes (e.g., Rad et al., 2017). The system uses the subsurface itself as the storage material, which can range from unconsolidated sediments to rock with or without groundwater. In this type of storage medium, the heat transport mechanism is heat conduction and thus the problems associated with BTES installation are similar to the ones occurring within closed-loop geothermal systems. PTES works by storing hot water in very large excavated basins with an insulated lid. The sides and bottom are typically insulated by a polymer liner or concrete (e.g., Sørensen and Schmidt, 2018). PTES is less dependent on the subsurface characteristics themselves except for the requirement of low thermal conductivity. However, their shallow position in the subsurface may lead to communication with groundwater flow which will result in significant stored heat losses (Kallesøe and Vangkilde-Pedersen, 2019). MTES is similar to PTES, but the system utilizes abandoned mines. CTES is used for heat storage systems that utilize any underground “cavities,” may it be natural such as karstic formations or man-made, e.g., insulated tanks buried underground. For CTES to be energy efficient cavities must not be connected to subsurface water systems.
Carbon Capture and Storage
Since the 1970’s, CO2 has been injected into geological formations for enhanced oil recovery (EOR), typically after water flooding as a tertiary recovery mechanism (e.g., Hill et al., 2013). The injected CO2 decreases oil viscosity and density, resulting in improved fluidity and enhanced lifting and extraction of oil. Despite the long use of CO2 for EOR, the long-term storage of CO2 is a relatively new concept, with the first CO2 storage facility, Sleipner Vest, starting in 1996 (Korbøl and Kaddour, 1995). Storage of CO2 is considered an essential step in limiting global warming to 1.5°C, with three out of four scenarios to net-zero emissions involving CO2 sequestration (IPCC, Forthcoming 2018).
Formations suitable for CO2 storage must be porous and permeable to allow injection of large volumes of CO2 (>1 Mt of CO2), and must have effective trapping mechanisms in place preventing leakage to the atmosphere (Hepple and Benson, 2005) or adjacent groundwater (Ardelan and Steinnes, 2010; Lu et al., 2012; Trautz et al., 2013). Several trapping mechanisms may retain CO2 (Figure 2): (a) stratigraphic and structural traps (by buoyancy effect); (b) residual (trapped in rock pores by water capillary pressure); (c) solubility (residual gas trapping by dissolution), and (d) mineralization (changing the pore-space topology and connectivity) (e.g., Burnside and Naylor, 2014; Sharma et al., 2017). These trapping processes take place at different rates, and provide increasing storage security. However, they show a decreasing order of overall contribution to CO2 trapping (i.e., structural trapping being the most important volume-wise, mineral trapping making the least contribution). Mineral dissolution-precipitation reaction rates are relatively slow thus mineral trapping would only become important at a geological timescale (Zhang and Song, 2014). In addition, the presence of high concentrations of natural CO2 in subsurface reservoirs that have no evidence of enhanced diagenesis (e.g., Wilkinson et al., 2009) suggests that in many, if not most, case mineralization is not an effective storage mechanism.
[image: Figure 2]FIGURE 2 | CO2 trapping mechanisms: structural, residual, dissolution and mineral trapping. These mechanisms show an increasing order of storage security and timescales it takes for the CO2 to be trapped by that mechanism (i.e., CO2 gets trapped by stratigraphic and structural traps on a field operation timescales, whereas mineral trapping only becomes important at a geological timescale). Note, that these mechanisms, however, show a decreasing order of overall contribution to CO2 trapping.
Storage in abandoned oil and gas fields is particularly attractive because they are well characterized and the fact that they have retained hydrocarbons is strong evidence that they have good seals. It is also the case that depleted gas reservoirs have larger pore volumes available for storage compared to, for instance, saline aquifers of the same size whose porosity is completely filled with water. Although having retained hydrocarbons over geological-time is not a guarantee that CO2 will not leak because: 1) in the near vicinity of wells the sealing capacity of the cap rock may have been damaged by the penetration of wells (Metcalfe et al., 2017); 2) CO2/CH4/brine interfacial tension is much lower than hydrocarbon-water systems (Li et al., 2006), 3) CO2 may have a different wettability to hydrocarbons being less water-wet; 4) reactions at the shale interface may compromise seal integrity (e.g., Gholami et al., 2021) and 5) the reduced horizontal stresses within the depleted reservoirs add difficulty in drilling and cementing increasing the risk of well leakage that may also lead to large mud losses and difficulties in cemented casing (e.g., Shahbazi et al., 2020).
Injected CO2 is cold: CO2 turns from a gas into a liquid by compressing it to the corresponding liquefaction pressure at temperatures between −56.5°C and 31.1°C (e.g., Balat and Öz, 2007). Therefore, during CO2 injection the pressure near the injection well declines rapidly as gas expands into the reservoir, resulting in lower temperature of the reservoir (Vilarrasa and Rutqvist, 2017). The long-term effects of the Joule-Thomson cooling on the reservoir are still poorly understood, however it is clear that it will change the physical properties of the rock around the injection well and within the reservoir (e.g., Chen et al., 2020). For instance, induced thermal contraction of the reservoir matrix could lead to the opening of pre-existing, or formation of new fractures, potentially forming leakage pathways (e.g., Vilarrasa et al., 2017; Salimzadeh et al., 2018), negating the assumption that leakage is not at risk from depleted oil and gas reservoirs (Lokhorst and Wildenborg, 2005). As long as the reservoir pressure is below the hydrostatic pressure, leakage will occur by diffusion only (e.g., Busch et al., 2010).
Combined Technologies: Geothermal Energy and Carbon Capture and Storage
Injecting geothermal waste fluids together with high amounts of dissolved CO2 may often prove effective for the underground disposal of CO2, as well as for maintaining field pressures (Wu and Li, 2020). CO2 on this own in a supercritical condition (scCO2) has also been proposed as a working fluid in the geothermal systems (Pruess, 2006). The advantage of using scCO2 as opposed to water is its lower viscosity, larger compressibility and expansivity, which would increase buoyancy forces and reduce the parasitic power consumption of the fluid circulation system, as well as the reduced reactivity with rock (Lo Re ́et al., 2014). Unlike water, CO2 is not an ionic solvent, thus it is predicted to reduce the potential for dissolution and subsequent re-precipitation of minerals, avoiding problems of scaling and formation plugging (Brown, 2000). However, using scCO2 instead of water would increase compression costs associated with re-injection.
Nuclear Waste Disposal
European Commission signed a Taxonomy Complementary Climate Delegated Act in February 2022, stating that nuclear power will be added to taxonomy under certain requirements one being a secure long-term radioactive waste disposal. Therefore, finding ways to safely store nuclear waste in geological formations is becoming ever more important. Geological repositories for nuclear waste disposal need to fulfil a number of criteria, including low permeability of the host rock, protection against groundwater contamination, and long-term mechanical, physical and chemical stability (Borojević Šostarić and Neubauer, 2012). If these requirements are not met, and there is a contact between the groundwater and nuclear waste, radionuclides may be released into the environment, threatening life. However, even a contact of water with the containers is potentially dangerous because hydrogen gas generated by the corrosion may release gaseous C-14 (Schwartz, 2012) or result in the formation of fractures that could compromise the integrity of the site. Detailed site investigations must include descriptive models of the initial state of variables such as geology, hydrogeology, hydro-geochemical features, and mechanical and thermal gas transportation factors (Ewing et al., 2016). Rock types having suitable properties for the long-term Geological Disposal Facility (GDF) are evaporites, shales and crystalline basement rocks (Figure 1; Borojević Šostarić and Neubauer, 2012). The depth of most GDF’s is expected to be around 200–900 m (e.g., Sellin and Leupin, 2013; NDA, 2016a; Scourfield et al., 2020). Containers holding radioactive waste may comprise synrock (synthetic rock), stainless steel, copper, etc. (e.g., Ragheb, 2011). At closure, disposal containers may be placed either in relatively dry conditions, such as in an evaporite host rock, where a backfill material is typically used to seal the container, or in contact with wet buffer materials, e.g., cement or bentonite (e.g., NDA, 2016a; Groff et al., 2016). Bentonite is a clay which swells at saturated conditions. The bentonite buffer may swell to the point where it completely seals the space between the waste container and the host rock (NDA, 2016b). If the bentonite buffer forms a seal barrier, it may inhibit microbiological activity around the disposal container, thus protecting it from corrosion by limiting the flux of corrosive species, such as sulphides, to the container surface. The function of the buffer material is to adsorb any nuclides and close potential fractures, and buffer nuclear waste chemically, reducing the reactivity of groundwater that may come into contact with the containers. After sealing of vaults and access tunnels and closure of the GDF, dissolved oxygen will be present in the GDF system due to air intrusion into the system (Smith, 2015). Extensive use of cement in a GDF, potentially as a backfill material around waste packages and in access tunnels and other structures, may increase pH of groundwater due to saturation of the GDF, which may lead to the formation of a hyperalkaline plume with a pH of up to 13.5 (van Aardt and Visser, 1977; Savage et al., 2002). Increased alkalinity may alter the radionuclide retention capacity of the rock, because radionuclides are soluble in higher pH environments (Smith, 2015). The pH around a GDF would stabilise after a few thousand years following mineralisation. Therefore, the surrounding backfill material of the GDF must be designed in accordance to precise models of expected changes to the surrounding geology (Ewing et al., 2016).
Heat generated from the nuclear waste package elevates temperatures within the container, nearby engineered structures and the surrounding host formation; temperatures are predicted to reach up to 180–200°C (NDA, 2016a). The temperatures in the near field strongly depend upon the properties of the material used, such as waste form, container and backfill material, and the host rock properties (Okamoto et al., 1991). Thermal parameters of rock mainly depend on its mineral composition, microstructure and porosity, which is closely related to the loss of water and structural damage caused by thermal reactions, such as evaporation, material phase change and chemical reactions (Sun et al., 2016). Evaporites, granite and clay-rich shale show thermal conductivity in a decreasing order (Okamoto et al., 1991), governing the temperature gradient surrounding the repository.
Geoscience plays a central role in evaluating the GDF (e.g., predicting the behaviour of groundwater systems in glacial periods), and in modelling the near-field response of the surrounding host rock of a GDF including the excavation damage zones, effect of heat flux and the extent of rock desaturation during the GDF operational period (Stephenson et al., 2019). A model for the evolution of fluid chemistry and mineral alteration in the environment around the GDF should consider the flow of water, gas and heat, reactions between minerals, CO2 gas and aqueous species, as well as porosity-permeability-capillary pressure coupling for a dual permeability (fractures and matrix) medium (Spycher et al., 2003). Risk assessment of disposing nuclear waste involves a detailed study of geological processes occurring now and in the recent past to understand changes up to 1 myr into the future as required by the regulators. Degree of seismic activity has to be assessed through time, as well as effects of glaciation, uplift and erosion. Climate change will influence sea-level rise so it should also be considered.
PROCESSES AND CHANGES WITHIN THE SUBSURFACE STRATA INDUCED BY DECARBONISING TECHNOLOGIES
Geological strata are defined by physical, chemical, mechanical and biological boundary conditions that have generally operated over very long timescales (i.e., millions of years). Field operations change the subsurface far more rapidly. Small changes in the THMC state may have a significant impact on fluid flow and hence sustainability of the decarbonisation system. Installation of each technology has a different effect on the subsurface and will create different perturbations to the natural state. The following section describes the effect of different processes induced by the installation of the selected decarbonising technologies on subsurface characteristics and technology sustainability. Key problems and processes that need to be taken into account when installing these technologies are explained in more detail below and summarised in Table 1.
TABLE 1 | Summary of the subsurface requirements when installing a decarbonisation technology (geothermal heat and energy extraction, heat storage, CCS and nuclear waste disposal), technology installation works, changes within the subsurface strata caused by these works, and processes and problems that follow the installation.
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Dissolution-Precipitation in Pore Space
In open-loop systems, changes in chemical composition and temperature of the reinjection water may induce a series of interactions between the reservoir rock, residing fluids and the reinjected water due to chemical local disequilibrium, which may impact the porosity and permeability of a reservoir (e.g., Grigsby et al., 1983; McCartney, 1987; Su et al., 2018; Brehme et al., 2018; Brehme et al., 2019). After water is injected into the reservoir, the rock and the fluid system will attempt to re-establish equilibrium conditions by dissolution of minerals in the host rock, and/or formation of secondary minerals. The mineralogy of the rock will determine the exact nature of the reactions that will occur. Some minerals become more supersaturated on cooling and hence are at risk of precipitating during fluid convection: prominent amongst these are the sulphate minerals, silica, barite, and gypsum (e.g., Burton and Walter, 1987; Arnórsson, 1989; Brehme et al., 2019; Setiawan et al., 2019). Calcium and sulphate are both common solutes in water so gypsum may be the prime suspect for chemical scaling on cooling. Calcite is one of the most chemically reactive minerals, thus calcite reactions are the most common in carbonate-rich reservoirs (e.g., Liu and Zhao, 2000). In an open system, calcite solubility is retrograde, meaning that calcite solubility increases with decreasing temperature (Wood, 1986). Consequently, cold water injection may result in dissolution of calcite. Taron and Elsworth, (2013) suggested that in the EGS systems thermal-hydro-mechanical fracture dilation dominates reservoir performance at the beginning of its exploitation, whereas chemical precipitation in the vicinity of the wellbore may affect the long-term reservoir performance.
Redox Reactions at Fluid-Rock Interfaces
Air introduction into reservoirs due to poor sealing of reinjection wells or water delivery pipelines may lead to increase in dissolved oxygen and initiation of redox reactions. Contact between the oxygen and dissolved reduced metals in the geothermal systems risks the precipitation of manganese oxides (MnO2) or ferric oxyhydroxides (Fe(OH)3), and the risk of biofilm formation (Brehme et al., 2019). Fe dissolution and subsequent precipitation of minerals such as goethite or siderite result in changes in ionic composition and pH of the water, as well as heating of the water if the reaction is exothermic (e.g., Su et al., 2018). Therefore, air intrusion into geothermal reservoirs may result in an increased acidity and scaling of iron-bearing phases (e.g., Banks et al., 1997).
Decrease of Mechanical Strength and Stiffness
Injection of external water into a formation rock will change mechanical state of the reservoir. Laboratory rock mechanics tests demonstrate that water commonly weakens rocks, including reducing strength and stiffness (e.g., Wong et al., 2016), enhancing creep and plastic deformation, and accelerating failure rates even at low temperatures (<200°C) (Brantut et al., 2013). This water-weakening behaviour is attributed to water facilitating subcritical fracture growth, or activating fluid-assisted deformation through stress corrosion (Wiederhorn, 1967), dissolution (Simmons and Freiman, 1981), and/or microplasticity (Schubnel et al., 2005). Therefore, water injection into, for instance, an abandoned gas reservoir may greatly reduce its yield stress, resulting in wellbore collapse, and fracturing and faulting of the reservoir rock potentially coupled with induced seismicity (e.g., Majer et al., 2007; Kwiatek et al., 2019; see more details in Induced Seismicity section).
Pore Pressure Increase Causing Fracturing and Faulting
During injection of external fluid, the reservoir stress path may be affected by the minimum horizontal total stress changes resulting from pore pressure fluctuations and by the change in total vertical stress during expansion of the reservoir resulting from stress arching. The changes in deviatoric stresses may lead to faulting and fracturing (e.g., De Simone et al., 2013). Such failure may result in increased or decreased reservoir permeability, reactivation of existing faults and fractures which may breach the hydraulic integrity of the caprocks that bound the reservoir (Soltanzadeh and Hawkes, 2008) and induce seismicity (see Induced Seismicity section).
Temperature Effects on Reservoir Stability
The injection of cold water into a hot reservoir induces thermal stresses due to rock contraction. An area of contraction increases with time following thermal diffusion (Parisio et al., 2019). Thermal effects induce a significant perturbation on the stress field, creating local fractures that can increase injectivity index (Pasikki and Pasaribu, 2014), or even trigger induced seismicity in the surroundings of critically oriented faults near the injection well (De Simone et al., 2013).
Hydrological Effects on Adjacent Groundwaters
Open-loop geothermal and UTES systems may cause a range of environmental changes to the adjacent groundwater systems. Long-term abstraction where extraction is larger than injection may lower regional groundwater levels and have an impact on local drinking water wells (Preene and Younger, 2014). Communication of a geothermal or heat store reservoir with a regional groundwater system may cause pollution problems due to precipitation of dissolved chemicals or release of dissolved gases related to external fluid injection. Open-loop systems may also affect aquatic ecology in the groundwaters due to chemical variations such as increased oxygen content (Preene and Younger, 2014). Moreover, injection of external water may cause long-term changes in groundwater temperature. This in turn may cause geochemical perturbations due to changes in chemical equilibria between the groundwater and reservoir rock, which may affect water quality in the aquifer.
Induced Seismicity
Currently the biggest public concern associated with EGS technologies is a possibility of induced seismicity. It should be noted that the term induced seismicity is currently very broadly applied and includes seismicity that can be recorded at the Earths’ surface. The instrumentation used is highly sensitive and records seismicity from day-to-day traffic and tidal modulations (e.g., Lecocq et al., 2020). By far, most of the recorded induced seismicity is observed in projects circulating fluid through basement rocks or carbonates (e.g., Basel, Soultz-sous-Forêts, Landau, Insheim, Rittershoffen), whereas circulation through the matrix of sedimentary rocks tends to be less seismogenic (e.g., Evans et al., 2012; Baisch et al., 2016; Diehl et al., 2017). However, in most cases, induced seismicity will not exceed a local magnitude, ML, of 3.0, with only a handful of events with ML>3.0, the strongest one striking the city of Pohang in 2017 with ML = 5.5 (e.g., Grigoli et al., 2018; Buijze et al., 2019; Parisio et al., 2019). High impact seismic activity, including seismic activity inducing infrastructure damage, tend to occur on pre-existing local fault systems (e.g., Evans et al., 2012). This is because less strain energy is required to trigger slip on a pre-existing fault surface than to create a new fracture within an intact geological unit. Geothermal wells drilled near critically stressed faults, in particular larger scale faults (e.g., lateral fault extension >1 km), may thus cause high magnitude earthquakes (Baisch et al., 2016). The authors note that in absence of critically stressed faults, even large volume fluid injections do not induce any measurable seismicity. Some geothermal energy projects, such as the United South Downs project in Cornwall, UK, specifically target faults due to their high permeability (e.g., Richards et al., 1992). Identifying critically stressed faults has practical limitations: even a 3D seismic survey will not necessarily detect all faults of a size that is relevant for the seismic hazard and most faults resolved in a seismic survey will not be critically stressed (Baisch et al., 2016). Moreover, assessing the fault strength (i.e., coefficient of friction and cohesion) is difficult using existing geophysical exploration technologies.
Carbon Capture and Storage and Combined Carbon Capture and Storage/Geothermal System
CO2 Leakage From Injected Reservoir to Surroundings
Although CO2 is not toxic it can be fatal if its concentration exceeds 10% by volume, as it causes asphyxia (Baxter et al., 1999). A leakage could cause CO2 to accumulate in topographic depressions on the Earths’ surface as it is heavier than air, which can cause adverse ecological effects such as damaging plant and soil microbiology (Roberts and Stalker, 2017). Freshwater aquifers may undergo acidification and contamination due to CO2 leakage. If the injected CO2 leaks through faults reaching lower confined pressure, strong cooling will occur due to the expansion of CO2 as pressure decreases with depth (Vilarrasa and Rutqvist, 2017), resulting in a number of problems (see Decreased Temperature section).
Decreased Temperature
Cold CO2 injection induces thermal contraction and associated stress reduction that may cause fracture instability in the storage formation, the caprock, and/or the wellbore (Vilarrasa and Rutqvist, 2017). If thermal cycling occurs as a result of alternating periods of CO2 injection with shut-downs, causing heating and cooling, radial fractures or debonding of the cement may occur, potentially leading to CO2 leakage (Vilarrasa and Rutqvist, 2017).
Increased Pore Pressure and Regional Fluid Flow
Reservoirs may be divided into those with regional fluid flow and pressure connectivity (Green et al., 2016; Heinemann et al., 2016), and isolated reservoirs with limited regional connectivity (Swarbrick et al., 2005, 2010). Isolated reservoirs have a limited storage capacity, as injecting too much CO2 could increase pore pressure potentially leading to top seal failure through hydraulic fracturing, or fault reactivation (Swarbrick et al., 2013). With careful pressure management, isolated reservoirs could make for good long-term storage, as long as the top and lateral seals have sufficiently low relative permeability to CO2-water mixture fluids (Swarbrick et al., 2013; Karolytė et al., 2020). Reservoirs with regional pressure connectivity do pose some risk for long-term CO2 storage because they are susceptible to reservoir hydrodynamic flow, which may tilt fluid contacts beyond spill points, leading to reservoir leakage (Green et al., 2016; Heinemann et al., 2016). Care must be taken on injecting CO2 into a hydrodynamic reservoir as the increase in pressure due to injection may alter hydrodynamic flows in another part of the reservoir, especially within narrow, contained reservoirs such as the Captain Sandstone (Williams et al., 2016).
CO2 Induced Acidification
Injection of CO2 increases acidity of the formation water through the following reaction: CO2 + H2O = H2CO3 (Gunter et al., 2004). CO2-rich fluids may be highly chemically reactive in particular lithologies, impacting reservoir permeability and porosity by dissolution and precipitation reactions. For example, carbonate minerals are the fastest minerals to respond to the changes induced by CO2 injection (Gunter et al., 2004). These minerals, if present, may dissolve and thus buffer acidity (Banks et al., 1997). Changes in pore water composition associated with CO2 injection may also aid chemically-assisted subcritical fracture growth (Chen et al., 2020).
Salt Precipitation
Salt may precipitate around the injection well when CO2 is injected into deep saline formations (Vilarrasa and Rutqvist, 2017). If water is present in the system, the water will tend to evaporate into the dry CO2, increasing the NaCl concentration in the liquid phase. Once the equilibrium solubility is reached, salt may precipitate closing the pore throats and hence resulting in a decreased porosity and permeability in particular (Vilarrasa and Rutqvist, 2017).
Induced Seismicity
The relationship between long-term injection and induced seismicity has been documented (Kaven et al., 2015; Taylor et al., 2018), suggesting an increased probability of earthquakes triggered by large injections of CO2 into the brittle rocks found in continental interiors, threatening the seal integrity (Zoback and Gorelick, 2012). However, Vilarrasa and Carrera, (2015) argue that large earthquakes due to geologic CO2 storage are unlikely because (i) soft sedimentary formations are rarely critically stressed; (ii) the most unstable conditions occur at the beginning of injection thus it can be controlled; (iii) CO2 dissolution into brine may help in reducing overpressure; and (iv) CO2 will not flow across the cap rock due to capillary pressure, but brine will, which will reduce overpressure further. Therefore, overpressures caused by CO2 injection will most likely dissipate with time, making the induced seismicity an unlikely scenario (Vilarrasa and Carrera, 2015).
Nuclear Waste Disposal System
Increased Temperature
High temperatures generated by nuclide decay will be retained in the engineered barrier system for long periods of time (>10,000 years) (NDA, 2016a), leading to temperature gradients and localized dehydration processes, which will tend to dry the rock, cause degradation of the physio-mechanical behaviour of rock mass, create local pore overpressure, and change the natural permeability of the host-rock (e.g., Tsang et al., 2012). Heating of the rock causes its expansion, which pushes out the cooler surrounding rock, resulting in induced tension in the cooler rock and additional compressive stresses in the hotter rock (Okamoto et al., 1991). These effects may be beneficial in that expansion will close cracks in the hotter region, reducing the fluid flow to and from the waste in the GDF. However, the tensions will open the existing fractures between the ground surface and the GDF, resulting in increased permeability in the far field of the rock cover. The thermomechanical response of the overburden rock could also result in the opening of existing fractures near the surface due to nonlinear uplift. The resultant increase in near surface fracture permeability may affect the water-flow patterns, perturb any microbial populations contained within the original undisturbed system and those introduced during construction of the repository (Okamoto et al., 1991). Upon heating and boiling, CO2 exsolution from pore waters may raise pH and cause calcite precipitation (Spycher et al., 2003). Heat may also enhance dissolution of silica minerals, and increase smectite to illite conversion rate (e.g., Huang et al., 1993).
Increased Alkalinity
Cement used for backfilling the nuclear waste package will increase pH of the surrounding formation waters in the GDF, forming an alkaline disturbed zone (Bateman et al., 1999). If the hyperalkaline pore fluid encounters unaltered groundwater, dissolution of primary minerals such as K-feldspar will occur, together with the precipitation of secondary phases such as carbonate or gypsum (Savage and Rochelle, 1993; Techer et al., 2006). That will lead to alteration of porosity and permeability of the host rock, and potentially alter the radionuclide retention capacity of the rock (Montori et al., 2008). Moreover, high pH pore water interactions with bentonite clay may facilitate the formation of colloids, potentially increasing the movement of radionuclides in a repository environment (Missana et al., 2011).
Redox Reactions
Some oxygen is likely to be entrapped in the GDF construction and waste materials due to air intrusion into the system, leading to redox conditions initially similar to those of naturally aerated systems. Dissolved oxygen will be consumed by the processes such as corrosion of copper containers, aerobic microbial processes, and oxidation of minerals such as pyrite (Yang et al., 2007; Hall et al., 2021). Estimates of the maximum amount of oxygen potentially trapped in the GDF after closure can be used to evaluate the maximum amount of corrosion expected on waste containers during this early post-closure period (NDA, 2016a). Values of the order of 1–10 mol per m2 surface area of the container, amounting to a maximum depth of corrosion of the order of 10–100 µm if uniformly distributed over the container, were estimated by King, (2007). The hyper-alkaline pore fluids will facilitate degradation of cellulosic materials, providing substrates for microbial metabolism. The microbial-mediated oxidation of organic matter rapidly causes the depletion of oxygen in the system (Duro et al., 2014). Corrosion of wastes and canisters along with microbial processes will begin to generate gases (see Gas Generation section). Over time, conditions in a GDF will eventually become reducing as oxygen will be consumed by redox reactions (Wersin et al., 1994).
Gas Generation
Depending on the nature of the waste materials and the ambient conditions, a number of different gases may be produced from a nuclear waste package due to corrosion of metallic canisters and microbial processes (NDA, 2016b). These gases include hydrogen, carbon dioxide, methane as well as small amounts of hydrogen sulphide and radon (Metcalfe et al., 2008). The generated gas may accumulate and as pressure increases will start flowing through the engineered barrier into the surrounding rock (Gens et al., 2001). It is also possible that gas pressures could increase sufficiently to result in hydraulic fracturing, contributing to the positive feedback loop in the coupled fracture-transport, and hence possible radionuclide release (Olivella and Alonso, 2004).
Radionuclide Leakage
In an event of radionuclide leakage from the GDF, groundwater represents the most effective media through which radionuclides can be transferred to the surrounding environment (e.g., Benbow et al., 2014). The mixing of released radionuclides with groundwater depends on the depth of groundwater table in the area where GDF is located. The problem of radionuclide mixing with the unsaturated moisture content becomes complicated because vadose zone may promote sorption, biodegradation and transformation of radionuclides due to the presence of an elevated organic matter and clay content (e.g., Suresh Kumar, 2015). Therefore, radionuclide transport processes could potentially include advection, hydrodynamic dispersion, sorption, decay, and matrix diffusion. The coupling between geology (microstructural properties of the rock and hydraulically connected fracture system), hydrogeology (flow), and hydrochemistry (reactivity of the solubilities of radionuclides and chemical reactions of nuclides with geological materials) play a crucial role in evaluating mobility and spreading of wastes within the subsurface (e.g., Suresh Kumar, 2015). Such transport processes need to be investigated in detail building upon dual-porosity systems (e.g., Natarajan and Kumar, 2010; Natarajan and Kumar, 2012).
Damage During Excavation
An excavation damage zone may form during the GDF construction (Tsang et al., 2005). This damage zone represents a region of enhanced permeability caused by the formation of tensile or shear fractures (e.g., Bossart et al., 2004; Marschall et al., 2008). An initial increase in permeability of 4–6 orders of magnitude has been measured at Mont Terri (Tsang et al., 2012), Bure underground research laboratories (Armand et al., 2007) and Tournemire (Matray et al., 2007). The extent and intensity of the excavation damage zone depend on several factors, such as mechanical properties and heterogeneity of the host rock, the anisotropy of the stress field, over-consolidation ratio, the presence of bedding planes, and the engineering technique used to excavate (e.g., Popp et al., 2008; Tsang et al., 2012). However, this effect decreases over time because of clay swelling and creep especially in cases where swelling refill materials are used to provide a back pressure on the rock (e.g., Lanyon et al., 2009; Tsang et al., 2012).
LITHOLOGY-SPECIFIC PROCESSES ASSOCIATED WITH DECARBONISATION TECHNOLOGY INSTALLATIONS
Each of the processes identified above will show varying effects and dynamics within different lithologies. Therefore, in the following section, we summarize the nature of these key processes and their effect on the mechanical integrity and sustainability of decarbonisation technologies and reservoir hydraulic properties within several rock types most commonly used for the decarbonisation applications discussed in the paper. Decarbonising Technologies: General Concepts and General Subsurface Requirements section (above) shows that the majority of the processes are universal to the different technologies—they all affect fluid flow, temperature and stress changes in the subsurface. Therefore, typical behaviour is described in terms of these main processes, and only when necessary, processes and dynamics are highlighted that are specific to a certain technology.
Sandstones
Sandstones are mainly composed of a sand-size grains of quartz with variable amounts of feldspar, mica and lithic fragments; the spaces between which may be filled with cement of silica, carbonate or clays. Sandstones invariably contain impurities at different scales, where arenites (grain scale) might be mixed with mm to dm layers of clay or impure sandstone. Porosity of a quartzose sandstone can be predicted with some degree of accuracy using parameters such as depth, temperature gradient, burial rate, stylolite frequency (e.g., Bjørkum et al., 1998), composition and texture of the sandstone upon deposition etc. (e.g., Lander and Walderhaug, 1999). Impure sandstones are more difficult to characterise.
The majority of sandstone reservoirs are characterized by the dominance of intergranular porosity, and hence matrix permeability (Ehrenberg and Nadeau, 2005). Sandstone reservoirs may provide suitable hydrothermal systems for geothermal heat and energy extraction and CCS, as sufficient permeability is often already in place (e.g., Nielsen et al., 2004; Feldrappe et al., 2007; Donselaar et al., 2015). Heat in these sandstones is thus largely transferred by conduction through fluid flow through the rock matrix and formation fluids, whereas fractures may add additional high-efficiency pathways (Figure 3A). Unless it is a tight sandstone (porosity <10%, intrinsic permeability <0.1 mD), where faults and fractures play a crucial role in creating efficient permeability because pre-existing pore throats within the matrix range from nano- to micro-scale and forms poorly connected network (e.g., Lai et al., 2018). In this case, the reservoir acts as a EGS/petrothermal system and hydraulic stimulation is necessary to make the reservoir hydraulically efficient.
[image: Figure 3]FIGURE 3 | (A) Schematic illustration of a geothermal and/or CCS system in a sandstone reservoir, showing structural features and groundwater flow paths. Arrows indicate flow direction, and blue to red colours indicate cold and hot water, respectively. (B–J) SEM images represent examples of products of the THMC processes that may occur within sandstones during the geothermal and/or CCS technology installation/operation: (B–H) Products of mineral dissolution and precipitation; (I,J) Products of mechanical changes within the reservoir.
Water-rock interactions in sandstones, induced by changes in chemical composition and redox conditions of injected water, include precipitation of secondary clay and hydrothermal minerals, such as chalcedony, calcite, gypsum and other minerals with high reaction rates (Figures 3B–H; Dou, 2012; Li et al., 2012; Brehme et al., 2018). Feldspars are the most reactive primary minerals, and their dissolution plays an important role for the generation of quartz cement as well as illitization of clays at a deeper depth with high temperature (Kasztelewicz and Tomaszewska, 2019). Changes in electrostatic forces between mineral surfaces may cause mobilization of clays leading to changes in permeability (Figures 3E,F; e.g., Wilson et al., 2014).
Introduction of air into reservoirs may lead to increase in dissolved oxygen and initiate redox reactions. For instance, the oxidation of pyrite results in the formation of iron oxides and sulphuric acid (Plumlee, 1999). Siderite is fairly stable in oxidizing groundwater because even if it dissolves the local precipitation of Fe oxides tends to create crusts and slow the reaction. Dissolved oxygen and redox reactions will result in changes in ionic composition and pH of the water, which will promote dissolution of carbonates (Plumlee, 1999). Major et al. (2018) studied CO2-water-rock interactions within sandstones at the Crystal Geyser and Salt Wash field sites in the USA, where geothermal water haven been flowing over long timescales (>102–104 yrs). The authors observed hematite cement dissolution and preferred bleaching in the vicinity of CO2 springs flowing along fault zones. Dissolution of iron-bearing phases has also been inferred by the geochemistry of produced water in the Rangely Field, Colorado, after several months of CO2 flooding (Bowker and Shuler, 1991). Despite dissolution of Fe-oxide minerals, geothermal springs may also cause precipitation of calcite (Baer and Rigby, 1978; Urquhart, 2011), destruction of chlorite in the lithic fragments and net corrosion of feldspars, as well as an increase in the concentration of siderite and ankerite (Figures 3B–H; e.g., Watson et al., 2004).
In hot springs close to volcanic areas, silica-rich fluids can flow along fault zones and cause hydrothermal silicification (Guido and Campbell, 2018). Here magmatic activity supplies with a high temperature required to dissolve the silica and favour the kinetics of the chemical reactions necessary for the release of silica in sufficient quantities to affect the lithologies crosscut by the fault zones. Menezes et al. (2019) studied such hydrothermal silicification along the Afonso Bezerra strike-slip fault system in the Potiguar Basin, Brazil, to assess the role of Si-rich fluids in fault geometry, properties, and evolution. The authors observed that in faulted sandstones an intense quartz cementation process occurs by replacing the matrix with polymicrocrystalline silica and by grain overgrowth (e.g., Figure 3H). Menezes et al. (2019) compared the mineralogy of the host rock and the rock affected by the fault, and found absence of the plagioclase and the microcline in silicified sandstones and the appearance of clay minerals, such as illite. Pervasive silicification and cementation of quartz, opal, and chalcedony cause the destruction of porosity and permeability, making the fault zone behave as a barrier for fluid flow. However, in the case where the fault is reactivated, the subsequent brittle deformation may in turn result in a porosity increase (Figures 3I,J; e.g., Grare et al., 2018).
Despite the dissolution/precipitation processes, which cause the most common problems within sandstones, another issue may be clogging of the wells or a reservoir rock by suspensions within the injected water (Figure 3E; e.g., Brehme et al., 2018). The source of these suspensions may be small mineral particles formed for instance by the oxidation of the steel pipelines, and/or precipitation of minerals caused due to lower pressure and temperature of the injected water compared with the groundwater (Su et al., 2018). Moreover, microbes, such as sulphate- and iron-reducing bacteria or saprophyte, may reproduce very quickly under suitable conditions, forming biofilms around the reinjection well and also cause clogging of the wells or a reservoir rock (Su et al., 2018). Fines migration, precipitation, biofilm, and corrosion lead to a skin effect around the wells and are the main causes for the exponential injectivity decline in sandstone geothermal systems (e.g., Brehme et al., 2018).
Carbonates
Deposition in varying environments and intricate diagenetic processes lead to the heterogeneity and complex microstructures of carbonate rocks, which often pose a significant problem when it comes to understanding and predicting their reservoir quality (e.g., Lønøy, 2006). At the same time, carbonate minerals are extremely reactive, thus they experience rapid rates of porosity reduction and c.50% of carbonate reservoirs have a porosity of <16% by the time they are buried to 750 m depth (Ehrenberg and Nadeau, 2005). Therefore, carbonates are likely to deform in a brittle-dilatant manner, forming faults and fractures acting as conduits to fluid flow (Kaminskaite, 2019). Hydraulic pathways in carbonates are therefore bound to fracture networks, faults and adjacent karstification and/or dolomitized zones (Figures 4E,F; e.g., Lopez et al., 2010; Niederau et al., 2015; Montanari et al., 2017; Wang Q. et al., 2019). The fault dip influences the circulation depth and, hence, the resulting water temperature, thus thermal springs often form along the faults (Li et al., 2007). Deep karstic aquifers containing hot water are the best targets for geothermal heat utilization in carbonates, UTES and CCS development due to their favourable characteristics, such as high single-well yield, low salinity, easy reinjection and fewer environmental impacts during utilization (Kong et al., 2014). Cavities are generally stable due to the favourable mechanical properties of carbonates thus the risk of collapse or subsidence is low (Goldscheider et al., 2010). The identification and location of hydraulically conductive zones is of special interest for geothermal reservoir prediction (Figure 4). However, identification of these high permeability zones in deeply buried carbonates is difficult, and despite the formation of brittle structures and karsts, reservoir permeability also depends on the hydrochemical conditions of the carbonate reservoir to maintain these open flow paths; this is a subject still poorly understood.
[image: Figure 4]FIGURE 4 | (A) Schematic illustration of a geothermal and/or CCS system in a carbonate reservoir, showing structural features and groundwater flow paths. Arrows indicate flow direction, and blue to red colours indicate cold and hot water, respectively. (B–F) Micrographs represent examples of products of the THMC processes that may occur within carbonates during the geothermal and/or CCS technology installation/operation (field of view: 10 mm): (B) Vugs (or karsts at a field scale) forming due to dissolution; (C,D) Cementation within the rock’s matrix (C) and fractures (D); (E) Open fractures; (F) Dolomitization that changes the rock’s structure (rhombic structure) and porosity (vuggy-intercrystal); relics of a carbonate limestone form dark fossil-shaped patches. (G) Photograph of a pipe cross-section (diameter: 219 mm), taken from a geothermal plant in Lithuania “Geoterma” showing gypsum precipitation (from Vaitiekūnas, 2012).
The most important diagenetic processes that may occur in geothermal reservoirs of carbonates are pressure solution, dissolution, dolomitization and cementation (Figures 4B–D). Dissolved CO2 reacts with calcite to form soluble and pH-neutral calcium and bicarbonate ions, thus dissolution processes in carbonates can form natural sinks for CO2 (e.g., Liu and Zhao, 2000). However, this process is generally considered minor as the highly reactive rock rapidly reaches chemical equilibrium unless flow rates are very high (e.g., Sanford and Konikow, 1989). In a closed system, calcite solubility is prograde up to 125°C and then becomes retrograde, while in an open system, calcite solubility is retrograde over this temperature range, meaning that calcite solubility increases with decreasing temperature (Wood, 1986). Therefore, more CO2 and carbonate dissolution will occur within the cold region that forms around the injection well, which will widen the fracture apertures and produce “inverted” karsts (Figures 4A,B; Andre and Rajaram, 2005). Dissolution by water or aggressive fluids may create extremely high-permeability layers (Schmoker and Halley, 1982; Brown, 1997). Moreover, the presence of acids may increase dissolution even more, for instance, oxidation of H2S creates sulphuric acid which boosts karstification (Palmer, 1991). However, in case of a decarbonisation technology installation dissolved calcite may migrate away from its source and precipitate as a cement in the adjacent rock (e.g., Garrison, 1981). Therefore, the amount of cement may vary both regionally and locally in response to flowing water through the sediments and the intricate dynamics of re-precipitation and/or dissolution/pressure solution at the local to regional scale.
Carbonate precipitation depends on several factors, such as temperature, rate of CO2 degassing and supply of Ca2+ and CO2−3 ions (Jones, 2017). In literature, different critical temperatures are suggested for calcite precipitation, varying from 40°C to 70°C (Kallesøe and Vangkilde-Pedersen, 2019). There are, however, cases where calcite dendrite crystals precipitated at temperatures >80°C (e.g., Jones et al., 2000), and Della Porta (2015) suggests that calcite may precipitate at temperatures <30°C. The lowest temperature for aragonite precipitation at hydrothermal vents is 40°C (Folk, 1993). In the Italian thermogene travertine deposition settings aragonite precipitates at vents where temperature is between 45 and 62°C despite the low Mg/Ca ratio (Della Porta, 2015). In distal areas of thermogene travertine systems, where water temperatures have cooled to <40°C, aragonite may precipitate when the Mg/Ca ratio in the residual fluid has increased due to progressive precipitation of low Mg calcite (Kele et al., 2008). Therefore, cold CO2/waste water injection into a reservoir may lead to undersaturation of calcite, inhibiting precipitation of carbonate minerals around the injection well (Figure 4G; Sigfússon and Uihlein, 2015). However, another factor controlling carbonate precipitation is the rate of CO2 degassing. Under the same temperature conditions, CO2 solubility decreases with pressure. Wood, (1986) suggests that temperatures <125°C and high CO2 pressures are most effective in mobilizing calcite. CO2 outgases away from the borehole resulting in decrease in CO2 pressure and hence reduced calcite solubility. That is the reason why calcite scale occurs near the flash point in the production wells where vapour is being released during flashing (Yanagisawa, 2015). Furthermore, as calcite solubility is lower at high temperature conditions, calcite precipitation tends to occur in mid-section or shallow areas of production wells where flashing occurs. Similarly, solubility of anhydrite is lower at higher temperature and tends to precipitate at deep points of production wells and at shallow high temperature points. Anhydrite scaling at high temperature zones in production wells is found in many geothermal fields, for instance, at Sumikawa geothermal field and Hijiori EGS test site (Kato et al., 2000; Yanagisawa, 2015).
Degassing of CO2-rich thermal waters causes precipitation of carbonate minerals such as the widespread travertine deposits in Pamukkale, Turkey (Brogi et al., 2014), and central Italy (Minissale, 2004) or the rich speleothems in the Buda Karst (Erőss et al., 2008) (Figure 4A). Mixing of reducing water from deep flow systems with oxygen-rich water from shallower flow systems may cause precipitation of iron and manganese oxides and hydroxides (Goldscheider et al., 2010). High concentrations of sulphate may also accumulate in the discharge zones of carbonate aquifers due to oxidation of sulphide minerals such as pyrite, or from the dissolution of gypsum and anhydrite, or due to deep fluids rich in hydrogen sulphide transforming into sulphuric acid when it comes in contact with oxygen-rich water (Goldscheider et al., 2010). The authors suggest a direct relationship between levels of sulphate and temperature, and an inverse relationship with discharge. Microbial mats are also associated with carbonate precipitation along hydrothermal springs (e.g., Casanova et al., 1999).
Upward migration and diffusion of hydrothermal fluids along faults in carbonates may also cause silicification, where calcite/aragonite/dolomite is replaced with opal/chalcedony/low- temperature quartz (Menezes et al., 2019). Hydrothermal silicification can greatly increase the porosity and permeability of carbonate geothermal reservoirs by forming mm-cm-scale vugs (Packard et al., 2001; Poros et al., 2017; You et al., 2018; Lima and De Ros, 2019; Menezes et al., 2019). Silicified zones in carbonate lithologies are typically thicker than in siliciclastic rocks, where unlike carbonates, silicification results in reduced porosity compared to the host rock (Menezes et al., 2019).
Granite
Granite is a hard, massive, coarse grained igneous crystalline rock with generally low permeability and isotopic physical parameters. However, in practice, it often contains a wide range of structures at depth, including faults, mineral filled fractures, and open or mineral-bridged fractures (e.g., Segall and Pollard, 1983). Granite is rich in elements with heat-producing radioactive isotopes (K, Th, U), and is thus commonly associated with temperature anomalies and elevated geothermal gradients within the crust, which makes it a suitable geothermal reservoir rock (e.g., Sliaupa et al., 2010; Shao et al., 2015). Granite consists of quartz, plagioclase and alkali feldspars, and smaller amount of biotite, muscovite and hornblende (Farndon, 2010). These minerals have different thermal expansion coefficients and thermo-elastic characteristics (Zhu et al., 2018), but are stable under dry conditions and temperatures of up to 300°C (Okamoto et al., 1991). The mineral composition of granite influences its strength significantly, because cracks propagate at the weakest planes within the rock (Shao et al., 2015). Depending on temperature, thermal cracking may occur either between adjacent crystalline grains in some of the weaker mineral constituents, such as feldspar and biotite grains (intergranular cracks) (Brace et al., 1972), or within grains (intra-granular cracks) (Glover et al., 1995).
Kumari et al. (2017) suggested that at temperatures <300°C, the effect of depth/confining pressure is much greater on the mechanical behaviour of granite than temperature. Takahashi and Hashida, (2004) performed experiments on granite and showed that the strength of the granite under air-dry conditions is temperature insensitive within the studied temperature range (up to 600°C) and nearly constant up to 350°C under water-saturated conditions. However, under temperatures above the critical point of water (>374°C and 22 MPa), the strength decreased rapidly with increasing temperature. That is due to supercritical water enhanced stress corrosion cracking, which may further enhance the reservoir permeability (Takahashi and Hashida, 2004). At temperatures >400°C, some minerals, such as illite and kaolin, may be decomposed and volatilized (Hu et al., 2018). Oxidation/decomposition reactions producing minerals such as ankerite, siderite, magnetite and pyrrhotite are evident in the temperature range of 400–600°C (Hu et al., 2018). However, this range of temperatures is currently not reached in the geothermal energy systems.
Lo Réet al. (2014) observed two common dissolution/precipitation reactions occurring in granites during hydrothermal experiments: 1) feldspars are the most reactive primary minerals, thus they are the first to dissolve or be altered (Figures 5C,D), and 2) regardless of temperature, common secondary mineral precipitation includes smectite, mixed-layer clays, illite, zeolite, and silica with fewer occurrences of kaolinite, anhydrite, calcite, chlorite, albite, and K-feldspar (Figures 5B,C,E–G).
[image: Figure 5]FIGURE 5 | (A) Schematic illustration of a geothermal, CCS and nuclear waste disposal system in a granite reservoir, showing structural features and groundwater flow paths. Arrows indicate flow direction, and blue to red colours indicate cold and hot water, respectively. (B, D–G) SEM images and (C) a micrograph that represent examples of products of the THMC processes that may occur within granites during the installation/operation of shown technologies: (B,C) clay-coating on fracture walls; (C,D) feldspar dissolution/alteration; (E–G) nucleation of secondary minerals (biotite, different types of clays).
Fractures provide essential fluid pathways in granitic geothermal reservoirs due to their extremely low matrix permeability (Figure 5A). Natural fluid circulation within hydrothermally altered and fractured zones in granites shows strong hydrothermal vein alteration with clay mineral deposition (illite) and many secondary minerals (quartz, calcite, ankerite, dolomite, clays, pyrite, hematite, etc.) (Genter et al., 2000; Genter et al., 2016). Fresh meteoric water was circulated through a jointed granite reservoir in the Rosemanowes test site in the UK at a depth of 1.6–2.6 km at initial rock temperatures of 58–100°C (Richards et al., 1992). The authors presented geochemical data from selected circulation experiments over a period of 8 years. Early tests showed waters depleted in K, Ca and Mg, and enriched in Na, SiO2, CI and alkalinity. Later tests showed depletion in Mg, enrichment in Na, Ca, SiO2, CI and alkalinity. Various processes that might have given rise to these changes were considered, including diffusion from saline pore fluid, cation exchange, mineral dissolution and precipitation, as well as bacterially-mediated reactions. The major salinity-generating processes in the reservoir were inferred to have been the diffusion of Cl salts from saline pore fluids into the injection water and the generation of HCO3 by bacterial oxidation of dissolved and particulate organic matter. The cation exchange sites were inferred to be on natural clay minerals coating the joint surfaces, whereas additional clay minerals may have come from plagioclase dissolution during water circulation (Figures 5B,C; e.g., Miller et al., 2000). The principal evidence of dissolution reactions in the early tests was the release of SiO2. Other solutes were inferred to have been largely controlled by cation exchange.
The extremely low permeability and high strength of massive granite make it a good potential storage site for nuclear waste (Yoshida et al., 2000) (Figure 5A). However, possible fractures and oxidizing groundwater moving through them represent a potential hazard for dispersion of radionuclides (Dideriksen et al., 2010). Radionuclides may become physically trapped in fractures due to the existence of pore spaces between the surface of a fracture filling and the host rock matrix (Yoshida et al., 2000). Clay in fractures may act as retention sites for radionuclides by sorption (Missana et al., 2006). Trapped radioelements may be released when renewed circulations of hydrothermal solutions initiate the dissolution of the secondary mineral species responsible for the trapping (Ménager et al., 1992).
Shales/Mudstones/Claystones
Shales/mudstones/claystones (later in the text referred to as shales) exhibit a wide range in rheology depending on a range of factors including porosity, mineral composition, organic matter content and stress history (Okamoto et al., 1991). High porosity, clay-rich, normally consolidated shales often deform in a ductile manner whereas lower porosity shales containing high volumes of quartz and/or carbonate deform in a more brittle manner (Figure 6A). This deformational behaviour is critical to understand because it controls not only whether faulting increases or decreases permeability but also how faults and fractures reseal. Typically, shales contain substantial amounts of clay minerals, quartz, carbonates, and smaller quantities of feldspars, iron oxides and organic matter (Shaw and Weaver, 1965). Clay composition is also very important, as, for instance, illite clays are non-expanding clays because the K, Ca, or Mg interlayer cations prevent the entrance of H2O into the structure, whereas weak linkage by cations (e.g., Na+, Ca2+) in smectite clays results in high swelling/shrinking potential (Lagaly, 2006). The clay minerals present in shales are largely kaolinite, smectite/montmorillonite, chlorite and illite (Shaw and Weaver, 1965). Minerals and pore space in shales have a strong preferred orientation within the bedding plane due to the sheet-like structure of the clay minerals (Figures 6D,I; Ougier-Simonin et al., 2016). The most important THMC processes that are likely to occur in shales during decarbonisation technology applications are:
(1) Clay hydration/swelling. Clay hydration is a physical process that takes effect immediately in contact with aqueous solutions resulting in clay swelling (Figure 6F; e.g., Anderson et al., 2010). Swelling effect of clays may cause a huge reduction in pore space, which not only reduces matrix permeability, but the swelling of clay contents along the fracture surfaces may also result in fracture closure (Zhang et al., 2017). However, the increased volume of plastic clay material separates the contacts between the stronger quartz particles, weakening the shale formation and enhancing its ductile properties (e.g., Pineda et al., 2014; Ougier-Simonin et al., 2016). Because of the clay minerals affinity to absorb water and to swell, shales are more prone to water weakening than other rock types (Chen X. et al., 2019).
(2) Dehydration and thermal shrinkage. Dehydration of swelling clay minerals occurs when shales are subjected to shrinkage and volume reduction, during which clay will release water (Guo et al., 2014). In the immediate vicinity of the heat sources, as in the case of nuclear waste repository, drying out of the clay may occur if water was able to migrate and/or to vaporize. This drying-out would induce shrinkage of the clay, resulting in some degree of fracturing (Okamoto et al., 1991). In laboratory experiments, as more and more hydration/dehydration cycles are performed, the thermo-chemically induced microfractures in illite open wider, while in smectite the microfractures heal during hydration, except when they interact with a hard mineral (Montes-Hernandez et al., 2004).
(3) Decomposition of organic matter. During shale formation, fluids may be generated as the organic matter matures, causing local volume increases with resultant anomalously high pressure. These overpressures locally lower the effective overburden stress, causing microfracture development (e.g., Padin et al., 2014). However, most organic-rich shales are oil-wet, which means that hydrocarbons can escape quite rapidly without having to overcome a capillary pressure (Brown, 2000). The overpressure that is developed tends to be controlled by the half bed thickness, the permeability and more importantly the capillary entry pressure of the units lying above the oil-wet source rock. Where expulsion of petroleum is not retarded by low rock permeability, high pore pressure does not develop, organic porosity compacts and kerogen shrinks, and hence the source rock thins, causing fracturing (Brown, 2000). Maturation of kerogen and decarboxylation of organic matter may release CO2 (Chen B. et al., 2019).
[image: Figure 6]FIGURE 6 | (A) Schematic illustration of a geothermal, CCS and nuclear waste disposal system in shale-mudstone reservoirs, showing structural features and groundwater flow paths. Arrows indicate flow direction, and blue to red colours indicate cold and hot water, respectively. Note, that nuclear waste disposal is illustrated within the clay-rich shale, whereas geothermal doublet and CO2 injection wells are shown to use the carbonate-rich shale. (B,C,H,G) are outcrop images and (D–F,I) are SEM images that represent examples of products of the THMC processes that may occur within shales/mudstones during the installation/operation of shown technologies: (B–E,I) brittle deformation forming open fractures (B,I) and cemented fractures (C–E); (F) clay swelling; (G,H) ductile deformation; and i) feldspar dissolution/alteration.
Fractures in shales may also form due to differential compaction, local and regional stress changes, strain accommodation around large structures and uplift (Gale et al., 2014, and references therein). Fractures formed by any of the above processes may close due to several reasons, including a local change in stress state, inelastic deformation of the matrix, and precipitation of minerals (Ougier-Simonin et al., 2016). Groundwater or hydrothermal fluid flow present in the fractures may precipitate minerals such as calcite, quartz and pyrite (Figures 6C–E; e.g., Zeng et al., 2013). Hydrocarbons, including viscous bitumen, may also fill these fractures (Lash and Engelder, 2005). Subsurface fractures found in core are most commonly sealed, but barren fractures are also present in some cores, even though their origin is often uncertain (Gale et al., 2014, and references therein). The tensile strength of the contact between the sealing mineral and the shale wall rock is often low, thus the fracture-host boundary is weak and new fractures may propagate preferentially at their interface (e.g., Zeng et al., 2013; Lee et al., 2015). Precipitates may also act as proppants between fracture walls or by generating sufficient crystallization stress to induce tensile fracturing in the surrounding rock (e.g., Hilgers and Urai, 2005; Menefee et al., 2020).
A rise in temperature generally reduces the swelling capacity of clay minerals (Villar and Lloret, 2004; Chen et al., 2020). At elevated temperatures, subcritical fracture growth can be significantly enhanced in all types of shales, indicating an increase in fluid diffusion rates from the fracture into the matrix and thus enhanced chemical weakening in the fracture process zone (Chen et al., 2020).
Injection of dry supercritical CO2 into subsurface reservoirs would result in a local increase in water salinity which would in turn inhibit clay minerals from hydrating and hence reduce the risk of subcritical fracture growth in clay-rich shales and likely enhance their sealing performance (Chen X. et al., 2019). Consequently, injection of water that is less saline than the resident brine may facilitate fracture growth across clay-rich shales, whereas injection of more saline brine would increase strength. Injecting low-salinity brine dilutes the electric double layers (EDLs) between the clay particles, raises the negative charges of clay surfaces, and consequently strengthens the repulsive forces in-between (Khishvand et al., 2019). This process may expand the EDLs, change the established equilibrium, and ultimately detach some of the mixed-wet clay particles from the solid surface, enhancing permeability of the shale reservoirs.
In carbonate-rich shales, acidification of water through the dissolution of CO2 increases the propensity for subcritical failure (Chen X. et al., 2019). This agrees with the observation that moderate amounts of calcite dissolution aids fracture growth in carbonate rocks (Atkinson, 1984), while excessive dissolution may lead to fracture tip blunting and suppress fracture propagation (Rostom et al., 2013). However, carbonate minerals have fast reaction dissolution and precipitation kinetics thus reactive fluids can promote near-immediate and extensive precipitation (e.g., Menefee et al., 2020), which buffers solutions keeping the pH fairly constant. Major et al. (2018) showed that shale in the damage zone affected by hydrothermal springs has higher fracture toughness, and hence, strength, compared to unaltered shale, which the authors attributed to calcite cementation.
Clay-rich shales are good potential sites for nuclear waste repositories, because of their very low hydraulic conductivity and potential for self-sealing (Tsang et al., 2012). Moreover, as mentioned in Granite section, clay minerals also provide good sorption capacity for the retardation of radionuclide transport. Therefore, ductile clay-rich shales are more preferred sites for nuclear waste storage, whereas brittle carbonate-rich shales are more suitable for geothermal systems (Figures 6A,B).
Evaporites
Evaporite deposits are of sedimentary origin and form by precipitation of various salts from evaporating water, such as seawater. The main evaporite rocks are gypsum, anhydrite and halite, however potash and other rarer salts are also locally important (Martinez et al., 1998). Evaporites may form hundreds of meters thick layers and are often interbedded with other country rocks, such as limestone, dolomite and shale (Figure 7A). Evaporites are the most soluble rocks and their dissolution often forms the same types of karst features found in carbonates. The only difference is that karsts in evaporites form rapidly, within days, weeks or years, whereas karsts in carbonates typically form in years, decades or centuries (e.g., Johnson, 2007; Zidane et al., 2014). Salt caverns are perfect short-term sites for CO2, hydrogen and compressed air energy storage because they can provide large volumes of space (Figure 7A; e.g., Shi and Durucan, 2005; Lankof et al., 2016).
[image: Figure 7]FIGURE 7 | (A) Schematic illustration of the CCS, hydrogen storage, CAESC and nuclear waste disposal systems in evaporite reservoirs, showing structural features and groundwater flow paths. Blue arrows indicate groundwater flow direction. (B–G) are outcrop images (Cardona salt diaper, Spain) that represent examples of products of the THMC processes that may occur within evaporites during the installation/operation of shown technologies: (B,C) ductile deformation; (D,F) brittle deformation due to salt impurities; (E,G) salt precipitation; and (G) salt dissolution.
Salt can act as an excellent seal, as evidenced by its ability to hold back significant columns of highly overpressured fluids (Warren, 2017). Evaporite seals, with their high entry pressure, superior ductility, very low permeability and large lateral extent, tend to maintain excellent seal integrity over vast areas, even when tectonised and exposed to a wide range of subsurface temperature and pressure conditions (e.g., Macgregor, 1996). Salt beds tend to leak when thinned, dissolved, drilled and contain higher levels of non-salt impurities (Warren, 2017).
Salt may flow over geological time resulting in diapiric structures known as salt domes (Heroy, 1957). Salt domes/diapirs often contain one to 10 m thick lenses of other country rocks embedded during salt flow (Figure 7A). These lenses are brittle, representing the main problem during salt mining and waste disposal as they may acquire open fractures forming pathways for fluid flow (Figures 7D,F; e.g., Warren, 2006). However, these fractures only become important if they connect to the surrounding rock outside the salt.
Gypsum is the most widespread evaporite mineral to form in near surface environments. Gypsum converts to bassanite, which is metastable and decomposes to anhydrite when buried to temperatures greater than 64–85°C (Murray, 1964; Yamamoto and Kennedy, 1969). The conversion of gypsum to anhydrite reduces the volume by 40% and releases much water, which results in rheological weakening and mechanical destabilization of evaporite bodies (Urai et al., 1986). It also causes formation of chemically aggressive brines, which makes gypsum inappropriate for any kind of radioactive waste storage (Borojević Šostarić and Neubauer, 2012).
Anhydrite remains metastable in either under- or supersaturated solution due to the very slow dissolution and growth kinetics of anhydrite at temperatures lower than 80°C (Van Driessche et al., 2017). However, anhydrite is brittle and may contain open fractures. Anhydrite is potentially good storage stratum for low-/intermediate level radioactive waste but only when fulfils the following requirements: 1) located above groundwater level, and 2) a seal is present both at the top and base to protect the anhydrite layer from water inflow (Borojević Šostarić and Neubauer, 2012).
Halite is thermally stable over the range of temperatures expected in radioactive waste repositories (Borojević Šostarić and Neubauer, 2012). Halite has a very high ductility and ability to stream, reanneal and re-establish widespread lattice bonding via pressure-solution creep and dislocation creep, which give it a low susceptibility to fracturing (Figures 7B,C; e.g., Warren, 2017). Disadvantages of halite are the high heat conductivity and high solubility in water. Locations in arid climates are thus suggested by Borojević Šostarić and Neubauer, (2012).
Solubility of halite increases with temperature (e.g., Blanco-Martín et al., 2018). Dihedral angle of halite is also a thermodynamic property that changes with pressure and temperature (Warren, 2017). The solid-solid-liquid interfaces of polyhedral halite remain sealed when the dihedral angle is >60°, which is typically a case at mesogenetic temperatures (e.g., Lewis and Holness, 1996). At burial temperatures of >100°–150°C and pressures of >70 MPa, polyhedral grain boundaries may attain dihedral angles of <60°. Fluid inclusion filled intercrystal cavities may then link up, and the salt mass can become permeable (Warren, 2017), losing its ability to act as a seal (Lewis and Holness, 1996).
The ability of salt to flow also increases with increasing temperature (Okamoto et al., 1991). Therefore, in the vicinity of the heat sources, the creep of salt will result in rapid closure of the disposal holes and thus a restoration of the confinement pressure on the waste packages. Crushed salt may thus be used as a backfill material in the GDF. With time, it will recrystallize creating mechanical and flow properties that will evolve toward the characteristic values of the natural salt host rock, providing seal properties (Martin et al., 2015).
Salt generally contains very little water, <0.3% in volume in diapiric salt and slightly higher in bedded salt (Okamoto et al., 1991). Inclusions of brine in rock salt tend to migrate towards the heat sources if the thermal gradient is sufficiently high. Evaporation of brine near the heat source triggers precipitation of salt and hence the reduction in permeability (Figure 7E), whereas condensation of moisture in cooler areas leads to the dissolution of salt and increases in permeability (Olivella et al., 2011; Blanco-Martín et al., 2018). Dissolution/precipitation reactions resulting from evaporation and condensation of brine may strongly affect fluid flow to and around the nuclear waste canister (Olivella et al., 2011; Bourret et al., 2017).
Warren (2016) gives several reasons why the existing salt mines are not the most suitable places for a low to medium level nuclear waste storage. Firstly, he argues that all salt mines are shallow (<1.1 km), thus circulation of subsurface/phreatic waters are likely (Figure 7A). Secondly, mining operations often continue in a particular direction along an ore seam until the edge of the salt is intersected with the high fluid transmission zone, thus they have a history of flooding. Thirdly, bedded halite beds are thin (>10–50 m) and typically interlayered with laterally extensive brittle carbonate, anhydrite or shale beds. Therefore, Warren (2016) suggests that the depth range of 1–2 km is the most ideal for storage in salt cavities because: 1) cavities located deeper than 2 km are subjected to compressional closure or salt creep; 2) cavities shallower than 1 km are subjected to the effects of deep phreatic circulation which would lead to large-scale dissolution (Figure 7G).
Crustal regions above salt formations might be suitable geothermal reservoirs due to the high thermal conductivity of a salt rock, that causes local positive thermal anomalies in the overburden of salt accumulations (Norden and For̈ster, 2006; Moeck, 2014).
Coal
Coal is a combustible sedimentary rock, formed as a rock strata called coal seams (Figure 8A). Coal is largely made up of carbon but it also contains small quantities of the non-organic compounds like quartz, clays, pyrite, carbonate and other elements, such as sulphur, hydrogen, oxygen and nitrogen. For 20 years, CO2 has been injected into coal seams to enhance the recovery of methane (e.g., Ranathunga et al., 2017). The displaced methane is produced through an in-situ desorption process, whereas the adsorbed CO2 becomes permanently stored within the coal: CO2/CH4 sorption ratio varies from 1.1 to 9.1 (Busch and Gensterblum, 2011, and references therein). Therefore, the enhanced coalbed methane (ECBM) recovery technique is considered as a potential approach to CCS in deep coal seams (Figure 8; e.g., White et al., 2005; Shi and Durucan, 2005). One of the main problems associated with developing ECBM is the low permeability of most coals (Lokhorst and Wildenborg, 2005). Open cleats in coal can provide the required pore space. They usually occur in two sets that are mutually perpendicular and also perpendicular to bedding mostly due to compaction, desiccation of peat (coalification), tectonic events, unloading effects and progressive devolatilization reactions (Figure 8E; Laubach et al., 1998). CO2 injection into the coal mass causes it to swell, leading to significant alterations in its internal rock mass structure and thus major modifications in its strength properties and reductions in permeability and hence injectivity (Ranathunga et al., 2017). Therefore, CO2 stream needs to be mixed with other gases, such as nitrogen, to supress swelling (Grattoni et al., 2016). Adsorption of CO2 is stress dependent (e.g., Gensterblum et al., 2014) and very little work has been done to assess whether cycling of injection of different gases could increase methane desorption and increase CO2 adsorption.
[image: Figure 8]FIGURE 8 | (A) Schematic illustration of the geothermal heat extraction, heat storage and CCS systems in coal mines and deeper coal seams, showing structural features and groundwater flow paths. Arrows indicate flow direction, and blue to red colours indicate cold and hot water, respectively. (B) Photo of a core plug surface and (C–E) CT-scan transects across core plugs that represent examples of products of the THMC processes that may occur within coal during the installation/operation of shown technologies: (B) precipitation of ochre; (C,D) mineral precipitation/dissolution; and (B,E) open fractures.
Mine water in abandoned and operating coal mines is also recognized as a potential source of geothermal heat and energy and/or a place for heat storage (Figure 8A; e.g., Hall et al., 2011; Loredo et al., 2017; Banks et al., 2019). There are several examples in the world, which currently utilize geothermal coal mine water. For instance, mine water heat recovery schemes are implemented and used for space heating at the National Coal Mining Museum in Wakefield, UK, with a temperature of 14.5°C (Athresh et al., 2016), Markham Colliery in Derbyshire, UK, at 15.4°C (Athresh et al., 2015), Park Hills, Missouri, at 14°C, and Shettleston, Scotland, at 12°C (Hall et al., 2011).
Each coal mine groundwater system is unique and consists of a number of aquifers with varied geochemical characteristics. Mine waters from apparently similar mine types can be highly acidic or alkaline, depending on the complex interplay of hydraulic, chemical and biological processes. Mine waters from greater depth tend to have higher conductivities due to longer rock-water interaction, greater potential influence of saline waters, and inflows of strata water with higher conductivity (Bailey et al., 2016). Therefore, the level of mineralization increases in groundwater with increasing depth of burial (Qian et al., 2016). Higher salinity and iron concentrations of deeper waters may pose a risk of operational problems with heat pumps, such as corrosion, encrustation or blocking of heat exchangers (Preene and Younger, 2014). Encounter with bodies of stagnant deep groundwater or dewatering of coastal mines and intrusion of modern seawater may cause leakage into coal mines causing critical safety issues (Qian et al., 2016), and potentially resulting in contamination of fresh surface water or groundwater with chloride (e.g., Headworth et al., 1980). Hydrochemical parameters can provide information about recharge and discharge sources of aquifers, and hence allow evaluation of aquifer connectivity and the sources of groundwater flow.
Mining allows the introduction of oxygen to the deep geological environment and thus the oxidation of minerals which are in a reduced state (Banks et al., 1997). The biggest problem related to oxidation is posed by ferrous iron present in mine water solution, which oxidises and forms ochre (Figure 8B), causing clogging of pipelines (Banks et al., 2019). Ochre precipitation may be avoided by keeping systems under positive pressure, limiting dissolution of oxygen. Oxidation of pyrite increases acidity and may dissolve minerals, such as marine apatite, containing radioactive material and heavy metals (Banks et al., 1997). However, in addition to posing an environmental threat through water and ground contamination, ochres can also act as a remediation material, trapping elements such as selenium and providing a unique source for its use as a commodity (Bullock et al., 2019).
While oxidation of pyrite within coal strata generates acidity, dissolution of carbonate minerals, such as calcite, dolomite, ankerite and siderite, usually in strata overlying the coal mine workings, serves to buffer acidity (Figures 8C,D; e.g., Younger, 1995). Dissolution of alumino-silicate minerals, such as olivine, pyroxene and anorthitic plagioclase, or feldspars and clays, even though only rarely found near coal, could also make contribution to neutralisation of pH (Banks et al., 1997). Therefore, the most net acidic waters tend to be derived from unsaturated workings with free access to oxygen, whereas more net alkaline waters are derived from more saturated or overflowing workings (Banks et al., 1997).
The oxidation of pyrite in mine drainage waters may also be catalysed by the action of acidophilic sulphide-oxidising bacteria, which thrives at a pH range of 1.5–3 (Banks et al., 1997). The authors note that Thiobacillus ferrooxidans, a chemoautotroph, derives energy for its metabolic processes from the oxidation of reduced sulphur and iron compounds and utilises CO2 as a carbon source. By catalysing the oxidation of ferrous sulphide to ferric sulphate, this bacterium greatly promotes the oxidation, hydrolysis and ochre formation (e.g., Hedin et al., 1994).
Pumping from flooded mine workings for geothermal purposes will potentially change the water pressures, and direction and velocity of water flow within the workings (Preene and Younger, 2014). This could lead to scour, instability or even collapse of existing underground mine workings. If boreholes are drilled into workings for the purposes of water extraction/injection this can also have a destabilising effect. Stability of mineshafts for minewater heat recovery depend on both water level and temperature fluctuations (Ng et al., 2019). Another potential issue in geothermal heat extraction from coal mines is thermal breakthrough of cool, reinjected water into the abstraction shaft, thereby producing cool water instead of the desired warm water. To avoid thermal breakthrough there should not be a direct connection between the injection and extraction boreholes (Banks et al., 2019).
LITHOLOGIES AND DECARBONISING TECHNOLOGIES: DISCUSSION OF CHALLENGES AND OPPORTUNITIES
General Changes to the Physical State of the Subsurface Associated With Decarbonising Technology Application
It is evident that the most common result of THMC processes occurring within the subsurface caused by decarbonisation technology is fracturing changing the material properties significantly. The actual processes leading to fracturing differ in each scenario and may be the direct effect of the technology application, or occur due to the temperature change caused by it. It may also be created during excavation associated with technology deployment, forming damage zones around the wells and GDF excavation tunnels (e.g., Tsang et al., 2005, 2012). Fracturing may pose a significant risk, such as leakage of CO2 to the surface in CCS applications (e.g., Vilarrasa and Rutqvist, 2017), or radionuclide release to groundwater in the nuclear waste disposal systems (e.g., Benbow et al., 2014). However, fracturing may also be welcomed or triggered on purpose, like in the geothermal and CCS reservoirs, where enlarged network of fractures leads to an increase in hydraulic efficiency and storage volume of the reservoirs (e.g., Sigfússon and Uihlein, 2015).
Other common physiochemical changes are caused by precipitation-dissolution reactions, leading to corrosion and scaling of pipelines (Figure 4G) and other components of the decarbonising technology, cementation within the reservoir (Figures 4C,D) and hence reduction of the reservoir quality, as well as subsurface collapse in case of dissolution of large volumes of reservoir rock (Figure 4B). Precipitation-dissolution reactions depend on the pH change of the host rock and the formation water, temperature changes and/or oxygen entrapment into the system (e.g., Wood, 1986; Banks et al., 1997; Su et al., 2018). Each technology has a different effect on the solution pH, whereas oxygen may be introduced into any of the systems (Figure 9).
[image: Figure 9]FIGURE 9 | Schematic illustrating the effect of each decarbonising technology application on the solution pH of the host rock and the formation water, that may lead to various dissolution-precipitation reactions and with that the physiochemical state of the reservoir.
Reservoir Characterization for Decarbonisation Technology Evaluation: Importance of Considering the Effect of Physiochemical Processes and Their Link to Particular Reservoir Lithologies
In Lithology-Specific Processes Associated With Decarbonisation Technology Installations section, THMC processes are listed that are likely to occur in a specific lithology during decarbonisation technology application. However, rock type classification does not always have exact guidelines, thus the same rock often may be classified as several different rock types depending on the interpreter. For instance, tight sandstone with high clay content may be classified both as a sandstone and a shale. Moreover, problems associated with shales, such as clay swelling (e.g., Anderson et al., 2010) or mobility of clays due to electrostatic forces (e.g., Wilson et al., 2014), are also likely to occur in sandstones. Rocks with a high carbonate content (e.g., carbonate-rich shales, calcite-cemented sandstones) may have similar problems to those occurring in carbonate rocks, such as carbonate mineral dissolution and precipitation (e.g., Liu and Zhao, 2000). Therefore, mineralogy is one of the most important properties to assess before the reservoir evaluation, so that the other parameters and likely THMC processes could be predicted/simulated more accurately (Table 2). Thickness of beds, heterogeneity, fault and fracture network and geometry, confining stress and pore pressure are important reservoir properties for most of the lithologies when evaluating their hydraulic behaviour. Characterisation of the formation water properties, such as salinity, geochemistry, temperature and solution pH, is also crucial in determining the potential chemical reactions within the decarbonisation systems. However, such properties and parameters may have a strong effect on a reservoir performance in one lithology but show lower extent of impact in the other. Therefore, key reservoir characteristics and properties that are important in considering during initial feasibility screening and for the 3D geological and THMC simulation modelling for different types of lithologies are summarized in Table 2.
TABLE 2 | Key parameters/properties which have the strongest effect on specific rock type reservoir performance and should be considered during reservoir rock evaluation for decarbonising technology installation.
[image: Table 2]Suitability of Different Lithologies for Particular Decarbonising Technologies
Geothermal Heat and Energy Extraction and Heat Storage
Table 3 qualitatively compares all key lithologies used for geothermal heat and energy extraction and heat storage in terms of their suitability for a particular decarbonizing technology. It is evident that only sandstones may have high enough matrix permeability to make them a viable hydrothermal reservoir rock for these technologies (Figure 3). Other lithologies have to be fractured, either naturally or artificially, to make these reservoirs productive (Figures 4–6). However, high mechanical strength of carbonates, granites and carbonate-rich shales make them deform in a brittle manner. Therefore, fault zones in these lithologies may be suitable sites for geothermal heat utilization, because it is likely they would be forming conduits to fluid flow. Unsuccessful Offenbach GT1 and Bellheim GT1 wells drilled within the Muschelkalk and Buntsandstein formations in the Upper Rhine Graben in Germany showed that in the Upper Rhine Graben only fault zones yield sufficient permeabilities for economic success and target definition should be based on 3D seismic surveys to map and evaluate fault zones (Reinecker et al., 2019). Therefore, finding a reservoir with sufficient matrix permeability may be difficult, especially taking into account that some mineral precipitation and scaling is going to reduce this permeability even further (e.g., Brehme et al., 2017; Brehme et al., 2018; Brehme et al., 2019).
TABLE 3 | Qualitative comparison of geologic media as a reservoir for geothermal heat and energy extraction.
[image: Table 3]Chemical reactivity of carbonates may increase their permeability by dissolution and dolomitisation reactions (e.g., Zhu et al., 2010; Biehl et al., 2016; Jiu et al., 2020). Dissolution often forms high vuggy porosity (Figure 4) or widespread karsts making carbonates one of the most attractive lithologies for subsurface utilization. Coal mine infrastructure is already available in many places around the world, providing very high permeabilities to make more sustainable use of low-enthalpy resources (Figure 8). Swelling may greatly reduce permeability in shales and coal, making the undamaged clay-rich and coal formations suitable rocks for sealing, but not great geothermal reservoirs. Mineral precipitation within the reservoir formation and scaling of wells is likely in any lithology (Figure 4G), especially the ones rich in chemically reactive minerals, such as calcite. The experiments done by Cui et al. (2017) on typical sandstone reservoir samples at temperatures >100°C showed that dissolution of ankerite and clay minerals can increase the concentration of Ca2+, Mg2+ and Fe2+ that can lead to the precipitation of silicate in the presence of CO2. For carbonate rocks, the increase of Ca2+ and Mg2+ caused by dissolution of dolomite can result in the precipitation of calcite and secondary ankerite. Simulations of geochemical reactions in CO2-water-rock systems indicate that for the sandstone reservoir, the reduction of the porosity caused by mineral precipitation has a negative effect on heat mining rate, while for the carbonate reservoir, the dissolution of dolomite and clay minerals can overshadow the precipitation effect of calcite and silicate minerals and increase the heat mining rate (Cui et al., 2017).
Clogging of the formation and pipelines due to suspension is most likely in sandstones due to the presence of fine particles, and it is least common in carbonates because grains in carbonates are well cemented and clay often makes a small proportion of the rock content (Table 3).
Working with geothermal reservoirs is very similar to working with hydrocarbons. Many techniques and needs are the same, only that hot water is the carrier of energy instead of hydrocarbons. Therefore, reservoir exploration and development experience gained in the oil and gas industry is applicable to geothermal heat and energy utilization, and skillsets should be transferred and not lost during the energy transition. Sandstone, carbonate and shale hydrocarbon reservoirs have been widely exploited. Records of some coal mine layouts may be available, and mine water treatment schemes are often applied after abandonment, making coal mines particularly easy to utilize (e.g., Athresh et al., 2015; Athresh et al., 2016). Granites are least explored in this respect. However, they are the only lithology considered here rich in elements with heat-producing radioactive isotopes, with granites often associated to anomalous geothermal gradients (e.g., Sliaupa et al., 2010; Shao et al., 2015). With each lithology having its advantages and disadvantages, it is important to assess the available geology in the area and the site-specific properties to determine which one is the most suitable for a given technology (Table 3).
Carbon Capture and Storage
Reservoirs for CCS have to fulfil similar criteria as those for geothermal energy: they have to have high porosity to be able to inject large amounts of CO2, and must be bound by impermeable rock units to prevent leakage (Table 4). However, CO2 has to be securely trapped, while geothermal water is extracted for usage. Moreover, CO2 flow is driven by buoyancy whereas water flows along a potentiometric surface. The fact that CO2 is a gas is also a big issue because it will expand to fill the volume available—water has low compressibility, thus it will not move unless there is a hydraulic head. Even though presence of a seal is crucial in both applications, long-term trapping mechanisms become extremely important in the CCS systems. Therefore, high sorption capacity is an advantageous rock property in this case, which is good in clay-rich rocks and coal. Even though evaporites show poor capacities for both sorption and mineral trapping, they are practically impermeable and form large cavities underground, that are stable in case of Earth movement or artificial damage due to its visco-plastic behaviour (Figure 7; e.g., Macgregor, 1996). Moreover, there is no reaction between the CO2 and the salt. However, creep processes do not make evaporites great seals for long-term storage (e.g., Bachu, 2000; Lokhorst and Wildenborg, 2005). In terms of available storage space, fractures provide the essential pore space within the lithologies where matrix porosity is low (<10%). Therefore, brittle behaviour of rocks is advantageous due to their ability to fracture. Clay-rich shales may be unsuitable in this case because they show plastic behaviour (Figure 6). Fully or partially cemented fractures may often act as proppants and keep the fractures open even in a relatively ductile rock (e.g., Hilgers and Urai, 2005).
TABLE 4 | Qualitative comparison of geologic media as a reservoir for CCS.
[image: Table 4]Several criteria have to be considered when evaluating the potential of a sedimentary basin for CCS: 1) its tectonic setting and geology as zones of plate convergence may pose issues of integrity and safety of disposal operations and storage; 2) the basin geothermal regime to determine the potential spatial distribution of various CO2 phases, 3) the hydrodynamic regime of formation waters as CO2 injection in over-pressured aquifers may raise technological and safety issues, 4) economic aspects relating to access and infrastructure, and 5) socio-political conditions that would not restrict the CCS operations (Bachu, 2000). Due to the possibility of CO2 leakage (see CO2 Leakage From Injected Reservoir to Surroundings section), the current focus is mostly placed on offshore sites: re-use of depleted oil and gas fields or closed saline aquifers in the offshore (e.g., K43, 2016). A drawback of oil and gas fields is that most of them are at a considerable distance from the CO2 emitting power plants as in the case of the North Sea region (Lokhorst and Wildenborg, 2005).
Nuclear Waste Disposal
Each lithology has its advantages and disadvantages for nuclear waste disposal (Table 5). The biggest risk of disposal in salt rock is its high solubility (e.g. Hansen and Leigh, 2011). The biggest problem with disposal in shale is that due to its weak nature, disposal facility will leave a much bigger footprint than that in a hard rock. It may also be more difficult to retrieve the containers if something goes wrong—same with salt. Disadvantages of granite is its brittle deformational behaviour, and hence fractures pose the biggest concern for stability and leakage of radionuclides (Figure 5). Some of these risks may be mitigated. For instance, choosing a reservoir in a stable platform with low risk of seismic activity may reduce the risk of faulting and fracturing, and hence connection and leakage of radionuclides into the groundwater. Choosing locations in arid climates or far from the circulation of subsurface/phreatic waters may help reduce the risk of dissolution in the evaporite deposits. Despite the aforementioned risks, the three lithologies provide very good repositories for nuclear waste. Salt is practically impermeable and its high susceptibility for creeping poses a low risk of brittle deformation (Figure 7). Therefore, salt provides mechanically stable environment. Clay-rich shale has high sorption behaviour and very low permeability. Moreover, high porosity, clay-rich shale deforms in a ductile manner, forming a natural barrier around the GDF (Figure 6). Granite is an attractive host rock for nuclear waste disposal for its very low permeability and high strength, and hence high mechanical stability. However, engineered barriers are still needed to seal the space around the containers where tunnelling may have caused damage around the disposal facility (Figure 5; e.g., Lanyon et al., 2009; Tsang et al., 2012; Groff et al., 2016). Having some permeable fractures in granite may be an advantage because it stops high gas pressures developing and creating larger fractures than those that are naturally pressured. Shales have such low permeability and high threshold pressures that in the case of high gas pressures developing, shales may fracture. 3-D full-waveform inversion (FWI) of seismic data can be used to map changes in physical properties caused by the construction of the site, like was done by Bentham et al. (2018) for tunnel-induced fracturing in granite.
TABLE 5 | Qualitative comparison of geologic media as high-level waste repository host.
[image: Table 5]Geosciences’ Role in Decarbonisation: Challenges and Opportunities
Technology-Specific Knowledge Gaps
For geothermal heat and energy extraction, predicting the amount of scaling and hence its long-term sustainability remains difficult and not accurate. The dependence of geothermal energy and heat storage technologies on the continued permeability of the subsurface poses a major challenge. We still lack the fundamental knowledge to enable us to predict confidently the timescales of permeability increase or decrease with time as well as associated strategies of mitigating potential problems. Subsurface fracture networks can have a range of attributes (including being absent, or being highly spatially clustered) that could have a big influence on post-stimulation permeably or heat exchange capacity. Moreover, seismicity related to hydrofracturing is still one of the biggest uncertainties for the utilization of deep geothermal reservoirs, especially related to the reactivation of pre-existing faults: we still don’t know whether it is safe to drill near faults (using the advantage of pre-existing fracture systems), or whether it is best to avoid the fault zones (we need to understand the safe drilling conditions). Detailed distribution of pre-existing faults is the most important factor for creating a hazard model before exploiting possibility of a hydraulic fracturing of a reservoir. However, mapping critically stressed faults is limited by the resolution of seismic surveys, and even a 3D seismic survey will not always detect all faults of a size that are relevant for the seismic hazard (Baisch et al., 2016).
The link between temperature and hydrothermal convection along fault zones is more complicated than previously thought. Along the same fault zone the situation can change at short distances as was shown in the unsuccessful Trebur GT1 well in Germany, where major differences in hydraulics existed along strike of the fault with hydraulic convection in the northern part and missing convection in the southern part (Reinecker et al., 2019). Currently there is no method to accurately map the hydrothermal convection along fault zones during the feasibility screening of reservoirs. Seismic methods alone are insufficient to map alterations. Electromagnetic methods (EM) aiming at mapping Earth resistivity may improve the alteration mapping in the case of low-enthalpy resources. Adding structural and stratigraphic information may help overcome the low-resolution problem that arises due to the diffuse nature of the EM wave propagation in the subsurface (Reinecker et al., 2019).
For the heat storage systems, thermal efficiency in different geological conditions is still not fully explored, as well as thermal impact on surrounding areas with drinking water interests (e.g., Kallesøe and Vangkilde-Pedersen, 2019). Here more research is needed on (a) field studies and numerical modelling taking a large variety of interlinked processes into account, and (b) water treatment, such as the use of CO2 as a treatment agent.
For the CCS systems, further investigation is needed to understand three-phase (water, gaseous CO2 and liquid CO2) relative permeability and hysteresis. Such three-phase related changes may result in the formation of CO2 leakage pathways and may lead to a self-limiting feedback that decreases the leakage rate (e.g., Pruess, 2005). However, the capillary properties of three-phase flow are not well-known and can therefore be predicted with very high uncertainty. Moreover, the geomechanical implications of CO2 leakage related to cooling effects, especially when liquid CO2 is formed, have not been investigated yet to our knowledge. Predicting top seal capacity of saline aquifers is still challenging (e.g. Lokhorst and Wildenborg, 2005).
Lithology-Specific Knowledge Gaps
Carbonates
Further work is needed on the interaction of fault and fracture systems in carbonates; we should be able to predict, what the conditions are, at which the faults are cut by fractures. Complex hydromechanical behaviour of fluid-induced fractures, including their geometry and interaction with pre-existing fractures, has not yet been completely understood (e.g., Kaminskaite, 2019). Often the flow of organic acidic, high-temperature formation waters, and Mg-rich corrosive fluids along fractures and faults form productive reservoirs at depths of up to 7 km (e.g., Zhu et al., 2010; Biehl et al., 2016; Menezes et al., 2019; Jiu et al., 2020; Ukar et al., 2020). How to predict when those fractures will stay open or closed in deep carbonates? Moreover, predicting deep high permeability flow paths poses a continuing challenge. In particular, it remains unclear if matrix permeability is, in the long-term, more important than fracture network permeability as fracture permeability may be in fact only intermittently important. Mathematical and computational frameworks remain a challenge in capturing fault and fracture opening, closing or failure across time and spatial scales with THMC feedback mechanisms that affect mechanical stability (Pyrak-Nolte et al., 2015).
Sandstone
Most sandstones are not pure quartzose sandstones, and even small impurities internally or as layers not seismically resolvable may have a large influence on the precipitation and dissolution behaviour, as, for instance, sandstones at Zion national park, Utah, or Pembroke, where chemical reactions are strongly localized and can be distinguished by colour change and oxidation states. However, experiments are generally done on pure sandstones, thus reservoir characterisation becomes difficult when impure sandstone reservoirs are in question.
Balancing production capacity with sufficient injection capacity remains the biggest utilisation challenge in geothermal, especially low temperature reservoirs. Tracing the chemical changes and history matching in the production/injection brines is critical. This may result in impaired system performance and unusual exotic scaling, as, for instance, native lead precipitation in Rotliegend reservoirs of Netherlands.
Granite
A lot of research has been done on fractures in granitic rocks, including observations from deep cores and spatial arrangement (Wang X. et al., 2019). However, more needs to be learned about specific attributes like length distribution, spatial arrangement, and porosity structure. Moreover, there is a wealth of information from the oil and gas industry on hydraulic simulation of tight sandstone, carbonate and shale reservoirs, but not much is known about injecting water into granites/basalt etc. on a field scale and chemical/physical reactions associated with it on a long timescale.
Shales
Linking up the scales is particularly difficult for shales. For instance, upscaling fracture toughness would require measuring the anisotropy and other heterogeneities in elastic parameters and interfacial surface energy from nano- up to macro-meter scale, and developing micromechanical models in which several scales can be linked (Ilgen et al., 2017, and references therein). Fracture systems in shales show dynamic behaviour: they can change their producibility, rock strength and the propensity to interact with hydraulic-fracture stimulation (Gale et al., 2014). Therefore, it is challenging to predict how long the fractures in shales stay open for. What are their properties over long geological timescales? Will the fractures close and is there anything that can be done to enhance closure (i.e., change water chemistry)? In weak shales, fully cemented fractures have a capacity to widen due to the force of crystallization (Hilgers and Urai, 2005). Crystallization force could also contribute to fracture development along the cement-fracture wall interface, however, the load exerted by growing crystals is poorly understood (Laubach et al., 2019) and hence the effect of crystallization on fracture opening cannot be simulated yet.
Evaporites
Even though there has been over 20 years of intense research on the permeability and flow behaviour of salt rocks (e.g., Beauheim and Roberts, 2000; Hovland et al., 2008; Smith et al., 2013; Bertoni and Cartwright, 2015; Ghanbarzadeh et al., 2015; Rizzo et al., 2020), many uncertainties still exist in this field. Does salt become permeable at greater depth? Does it become permeable in the event of vessel failure? In particular, the changes in salt properties over long timescales remains elusive.
Coal
Due to the long heritage of coal mining, there is a large variety of coal mine types in the world, such as bell-pits, room-and-pillar and long-wall workings (e.g., Lake et al., 1992; Spearing, 1994). Owing to the different techniques employed for their exploitation, they all have different layouts, and hence mechanical integrity and pore space. For instance, an area mined by room-and-pillar methods can be assumed to have around 50% of the original void space remaining and, for long-wall mining, around 20% of the original void space remains open/not collapsed (Younger and Adams, 1999). Research on geothermal potential of coal mine water has greatly increased in the past few years (e.g., Hall et al., 2011; Athresh et al., 2015; Athresh et al., 2016; Loredo et al., 2017; Banks et al., 2019), but such old workings still remain largely unexplored. Modelling of geomechanical state of flooded workings along with ground-proofing results is urgently needed for different types of coal mines, especially taking into account the cyclical heat loading caused by fluid injection and extraction during the heat storage and geothermal coal mine water utilization (e.g., Todd et al., 2019). Also, very little work has been done so far to assess whether cycling of injection of different gases could increase methane desorption and increase CO2 adsorption in the CCS systems.
The Biggest Uncertainties in all Decarbonising Applications
Among the most important and challenging problems in all decarbonisation technologies is identifying and understanding key influences on fracture pattern development and how to recognize these influences with the limited samples, sparse subsurface and ambiguous outcrop observations that are typically available. Laubach et al. (2019) proposed that in diagenetic settings chemical reactions within rocks have a profound influence on the development of natural fracture systems, and their role in fracture pattern development has not been systematically explored. The extent and texture of cements, fluid inclusions and other features can tie fractures to the processes that formed them while also constraining fracture timing and rates, more studies are thus needed to find the relationships between the diagenetic events and fracture pattern development (Laubach et al., 2019).
Traditionally, chemical reactions have been viewed as slow and acting over geological timescales, however, whenever a mineral comes into contact with a fluid with which it is out of equilibrium, the system will try to equilibrate and hence the chemical reactions will occur (e.g., Putnis et al., 2009). Therefore, in the realm decarbonisation technologies are implemented, where fluid or gas is often cyclically injected, fluid-rock interactions will be instant and chemical reactions will occur in short time scales as the system will try to reach equilibrium after each injection, resulting in dissolution-precipitation processes (e.g., Vaitiekūnas, 2012). Not many studies have been reported on the observations from existing demonstration or commercial plants in terms of chemical reactions within the reservoirs, therefore predicting the timescales and extent of reservoir clogging or dissolution is difficult.
Even though reservoir characteristics and THMC processes occurring within these reservoirs depend on a large number of parameters (Table 2), models vary in complexity depending on data availability and study objectives. Comprehensive simulation softwares and codes of all THMC processes simulated in a single evaluation model are still lacking (e.g., Jacquey et al., 2016).
Closing Knowledge Gaps
The dynamic nature of feedback mechanisms, locally and regionally, make comprehensive and accurate modelling very difficult. Long-term sustainability can only be accurately predicted by closing the aforementioned and other knowledge gaps associated with the rates of changes of the physiochemical properties of subsurface strata at various conditions. That can be done in several ways, including:
(1) Knowledge transfer from fossil fuel industry and sharing of data publicly (e.g., Erdlac, 2006; Bu et al., 2012; Groff et al., 2016): This should include the re-skilling and repurposing/deployment of highly skilled and experienced oil and gas professionals, especially engineers and geologists;
(2) Knowledge transfer from active decarbonisation plants around the world to allow optimization and sustainable implementation of technologies in other countries: Examples include storing CO2 in basalt in the CarbFix Pilot Project in Iceland (Matter et al., 2009), geothermal energy plants such as Reykjanes, Krafla (Friðleifsson et al., 2015; Friðleifsson et al., 2019) or Larderello, Italy (Batini et al., 2003), and ATES at Eindhoven University of Technology in Netherlands (Kallesøe and Vangkilde-Pedersen, 2019);
(3) Short and long term laboratory experiments: For instance, scaling experiments (e.g., Stáhl et al., 2000), porosity-permeability measurements on fault rocks (e.g., Michie et al., 2020a; Michie et al., 2020b) coupled with in-depth microstructural studies (e.g., Kaminskaite et al., 2019; Kaminskaite et al., 2020);
(4) Experiments at test sites, such as the UKGEOS coal mine geothermal test site in Glasgow, nuclear waste disposal sites in Olkiluoto, Finland (Siren, 2015), SKB in Sweden (Rosborg and Werme, 2008), Mont-Terri in Switzerland (Tsang et al., 2012), Mol-Dessel in Belgium (Desbois et al., 2010), and Bure and Tournemire in France (Armand et al., 2007; Matray et al., 2007).
(5) Study of natural geological systems for long term behaviour and comparisons of predictions based on laboratory experiments coupled with numerical simulations: For instance, outcrops and/or core plugs taken out from natural geothermal systems where hydrothermal fluids have been flowing over long timescales (>102–104 yrs) or fossil geothermal systems provide us with the examples of how hydrothermal fluids have affected the rocks on a large scale and how long the system has sustained the flow for (e.g., Major et al., 2018);
(6) Numerical modelling using sophisticated and continuously improving codes, e.g.,: Microstructural modelling using hybrid approaches e.g., ELLE (Vass et al., 2014; Piazolo et al., 2019; Koehn et al., 2020) or codes for coupled THMC processes in porous and fractured media such as OpenGeoSys (e.g., Jacquey et al., 2016; Todd et al., 2019) and TOUGH-FLAC that links the multiphase flow and heat transport simulator TOUGH2 with the geomechanical simulator FLAC3D and a recently improved version of the EWASG Equation-Of-State (EOS) module of TOUGH2 that includes the thermodynamic properties of aqueous fluids of variable salinity (e.g., Blanco-Martín et al., 2018).
Combination of these approaches are especially important as each approach has its limitations. For example, project combining field observations to evaluate long-term effects, laboratory experiments to quantify these effects and their products, and high-end, multi-scale modelling so that quantitative evaluation would be possible are powerful and necessary to evaluate the sustainability of a resource. We need to go from micro to macro scale because the main questions can only be answered with microstructural work, linking structure and physical processes to chemical/biological processes as well as their interaction, looking at this in a dynamic sense rather than static.
Interdisciplinary Research—A Necessity
Specific areas of the subsurface strata may have more than one possible function (e.g., storage vs. heat/energy generation) and the potential to be used for more than one energy type (e.g., compressed air vs. hydrogen), thus it is important to consider the best use of the given subsurface structures and reservoirs. Geoscience research can thus present national, regional and local authorities with opportunities for low carbon economic regeneration. However, an integrated, interdisciplinary collaboration linking geoscience with social science, end-users and stakeholders is crucial to carry out these opportunities (e.g., Bush and Bale, 2019; Rattle et al., 2020). Determining the optimal integration of solutions requires balancing numerous actors and places with a number of technologies while taking into account the material properties of the subsurface. The “real” life cycle footprint should always be considered and evaluated as well as realistic cost benefit analysis which requires incorporation of stakeholders throughout, from sponsor to supporters. The role of public engagement should not be overlooked, as working with communities to develop their local geoassets can attract investment opportunities, whereas their opposition would be a big stopper (e.g., Kowalewski et al., 2014; Kluge and Ziefle, 2016). Executing pilots will demonstrate competence in securing funding and gaining public stakeholder acceptance.
CONCLUSION
Installation of energy transition technologies using the subsurface will result in thermal, hydrological, mechanical and chemical perturbations within the subsurface, especially where fluid or gas is cyclically injected as fluid-rock interactions will be instant and chemical reactions will occur in short time scales as the system will try to reach equilibrium after each injection, resulting in dissolution-precipitation processes. Therefore, understanding the imposed effects and consequent dynamics within the system are crucial during the feasibility screening. The nature of these perturbations varies in different lithologies and with respect to different technologies. For instance, swelling of clays and coal is a good property considering sealing capacity of rocks, whereas it is an unfavourable characteristic for a CCS and geothermal reservoir rock. Brittle deformation behaviour of crystalline rocks may be a desired quality for the CCS and geothermal reservoirs, but a poor property for the GDF. Moreover, each site has unique characteristics and long term performance assessment involves a thorough characterization of each site, the identification of processes of mass/heat transfer and transport, and, finally, the modelling of the overall evolution of the decarbonising systems.
In particular, the following key knowledge gaps need to be urgently addressed to allow for reliable assessment of the suitability of a particular site for geothermal heat and energy extraction, UTES, CCS and nuclear waste disposal technology implementation and operation:
(1) Identification and in-depth understanding of key influences on fracture pattern development and their link to chemical reaction rates. The extent and timescales of chemical reactions remain poorly understood.
(2) Accurate prediction of the sustainability and longevity of the geothermal systems as well performance and reservoir permeability can be significantly reduced by mineral precipitation during production. We still lack quantitative tools for their assessment.
(3) Reliable assessment of long term integrity of the seals necessary for safe CO2 storage. In-depth knowledge of the geomechanical implications and risks associated with CO2 injection in terms of increased pore pressure, thermal cracking and/or mineral reactions is still largely lacking. Similarly, predicting top seal capacity of saline aquifers remain challenging.
(4) Data availability necessary to determine and continuously monitor locations for nuclear waste storage. Locations that are mechanically, physically and chemically stable are needed to reduce risk of circulation of subsurface/phreatic waters. However, multi-scale, time resolved data is still largely lacking.
Understanding of seismic risks of energy transition technology implementation and operation. For example, for low-permeability reservoirs used for geothermal energy extraction, hydrofracturing-induced seismicity still poses one of the biggest public concerns. In this case, it is still not resolved if it is safe to drill near faults using the advantage of pre-existing fracture systems, or whether it is best to avoid the fault zones. A particular challenge in all aspects of research on subsurface strata is to link rock characteristics across large time and length scales. We need to combine research from large scale to microscale to link the structures and physical processes to chemical/biological processes as well as their interaction in a dynamic sense to realize how the system behaves on long timescales. High-end modelling coupling all thermal, hydrological, mechanical and chemical processes and their dynamics and interactions into a single code is very important for more accurate reservoir performance and hazard assessment.
Subsurface opportunities recognised by the geoscientists in geoenergy transition can only be realized with the help of an interdisciplinary collaboration between geoscience, social science, end-users and stakeholders, all of them working in accordance. Geoscientists can identify the opportunities and reduce uncertainty in order to minimise the risks associated with the decarbonisation applications; social scientists can recognise and clear out the concerns risen by the posed risks; and end-users and stakeholders can make the right decisions for the decarbonisation opportunities to the realized. Everyone has a crucial part to play.
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A substantial and rapid decarbonisation of the global economy is required to limit anthropogenic climate change to well below 2°C average global heating by 2050. Yet, emissions from fossil fuel energy generation—which dominate global greenhouse gas emissions—are at an all-time high. Progress and action for an energy transition to net zero carbon is critical, and one in which geoscience sectors and geoscientists will play multiple roles. Here, we outline the landscape of the geosciences and the energy transition in the context of the climate crisis, and intergovernmental policies on climate and social justice. We show how geoscience sectors, skills, knowledge, data, and infrastructure, both directly and indirectly, will play a key role in the energy transition. This may be in the responsible sourcing of raw materials for low carbon energy technologies; in the decarbonisation of heating; and in the near-permanent geological capture and storage of carbon through novel technology development. A new and unprecedented challenge is to reach Geological Net Zero, where zero carbon emissions from geological resource production and consumption are achieved via permanent geological storage. We identify overarching and cross-cutting issues for a sustainable and fair net zero carbon energy transition, and the associated geoscience challenges and opportunities. Finally, we call for geoscience professionals to recognise and take responsibility for their role in ensuring a fair and sustainable energy transition at the pace and scale required.
Keywords: geological net zero, critical strategic metals, just energy transition, geoscience skills, low carbon geoenergy
INTRODUCTION
Of all the energy transitions in human history, the present one, involving the decarbonisation of human activities globally and the drive towards a net zero carbon, sustainable world by 2050 or earlier, is the most pressing, arguably the most difficult, and uniquely the most global. In contrast to previous transitions that have been driven by the development of new technologies and subsequent market penetration and propagation (Sovacool, 2016), the current energy transition is driven by environmental and societal necessity (Fouquet, 2010; Slamersak et al., 2022).
The geosciences will play a key role in delivering a net zero energy future (Stephenson, 2018; Roberts and Lacchia, 2019). Nearly all forms of energy production require Earth resources, knowledge, and technologies underpinned by geoscience. Many geoscience job sectors relate to the energy industry—directly and indirectly. The energy transition thus mandates a geoscience transition.
In this article we outline and discuss the landscape of the geosciences and the decarbonisation of energy. We first introduce what is meant by the energy transition in the context of the climate crisis, and intergovernmental policies on climate and social justice. We then discuss, in turn, different areas in which the geosciences will, both directly and indirectly, play a key role in the energy transition—whether in the sustainable sourcing of raw materials extracted with a lower environmental footprint, or in the harnessing and storage of low-carbon energy, or in the disposal of energy-related wastes. We consider what the transition from carbon intensive industries means for geosciences, and the important role of CO2 geological storage for balancing carbon budgets—including the concept of Geological Net Zero. We identify overarching and cross-cutting issues for a sustainable and fair net zero carbon energy transition, and the challenges and opportunities for future geosciences in the growing need for rapid incremental and/or transformative technologies and solutions. We close with a call to action for geoscience professionals: to both recognise, and to take responsibility, for their role in ensuring a fair and sustainable energy transition at both the pace, and scale, required.
The Energy Transition
A number of energy transitions have occurred through history, as individuals and communities have sought more efficient, powerful, or flexible solutions for heating, power, transport and lighting. These have historically driven by new discoveries and innovations, coupled with development of new markets. Examples of this can be explored as different communities have moved from biomass (e.g., wood, livestock), through fossil fuels (gas, oil, and coal), to alternative or renewable energy sources (e.g., wind, solar, wave, hydroelectricity, nuclear energy). These transitions have typically been measured, with differing rates of diffusion of technologies and practices through different geographies, communities and socio-economic sectors, and industries.
By contrast, the current energy transition is driven not by markets and innovations, but primarily by policy of Governments seeking an urgent response to anthropogenic climate change. To quote Smil (2016, p. 195):
“The unfolding energy transition is not just about shifting from one set of primary energy sources to another: its fundamental raison d’etre is the prevention of excessive rise of average tropospheric temperature and that can be achieved only by the decarbonization of the global energy supply.”
The current energy transition can be further distinguished from its predecessors by its scale, breadth and impact. Globally, energy is still primarily generated by combustion of fossil fuels (gas, oil, coal) with minor, but increasing, contributions from renewables and nuclear (Ritchie et al., 2020). Energy—including electricity, heat, and transport—is responsible for 73.2% of global CO2e1 emissions (IEA, 2016). Energy combustion and industrial processes emitted 36.3 Gt CO2 in 2021, an all-time high (Figure 1), 42% of which was sourced from coal alone (the International Energy Agency, IEA2). In addition to emissions from energy, resource extraction and processing including steelmaking contributes up to 10% of global greenhouse gas (GHG) emissions (Smith and Wentworth, 2022). As such, energy practices—including generation and demand—are currently driving climate change. In a matter of decades, these emissions must be eliminated, and a carbon balance of net zero CO2e emissions to atmosphere achieved.
[image: Figure 1]FIGURE 1 | Global annual CO2 emissions from energy consumption and industrial processes 1900–2021 (IEA, 2022d).
There is a wide variation in emissions intensity of different power generation techniques that will depend on the region of deployment and resource development—e.g., natural gas production has variable CO2e intensity depending on the region it is produced from3—and in the specifics of the supply chain as well as in plant operations, and in the boundaries of the assessment and available measurement and monitoring approaches at the time of the study. Table 1 shows CO2e intensity of energy produced by different technologies, calculated by Life Cycle Assessment which, amongst other factors, considered varying energy load, methane leakage rates and background grid electricity consumption across twelve global regions (UNECE, 2021a).
TABLE 1 | CO2e emissions associated with different power generation methods.
[image: Table 1]Table 1 demonstrates that no energy generation is zero carbon. Energy must be generated using low or lower carbon approaches than with fossil hydrocarbons, and technologies will require further innovation to reduce carbon emissions and other environmental impacts. From a scientific perspective “net zero” requires balancing the global release of GHG into the atmosphere by their removal into sinks (Fankhauser et al., 2021), and as a concept helps to address the concern that it is impossible to achieve “absolute zero” i.e., a wholesale elimination of greenhouse gas emissions by 2050. Further, the concept of “Geological Net Zero” means achieving zero carbon emissions from geological resource production and consumption, including from fossil fuels, cement production from limestone, and other industrial processes, via the safe and permanent geological capture and disposal of CO2—i.e., locked up over geological timescales (>104 years; in effect, refossilisation) (Jenkins et al., 2021; Richards and Portolano, 2022).
Thus, the way that energy is generated and used must fundamentally change. There are different scenarios and pathways to achieve a net zero carbon energy system (IEA, 2021c) that meets demand. These scenarios feature: scale up of low carbon energy technologies (Table 1); scale down or scale out of high carbon intensity energy forms; decarbonisation approaches such as Carbon Capture and Storage (CCS); carbon budget balancing by carbon removals; waste reduction; and/or demand reduction. However, all pathways require an ongoing effort to phase out unabated fossil fuel usage, and it is probable that in the future new forms of energy generation and distribution will emerge. There is no “one size fits all” pathway: much like the energy transitions of the past, the nature and style of transition will be place and context specific, depending on differences in geographies, communities, practices, industries, and socio-economic factors. Key attributes have been identified that must be embodied for the concept of net zero to provide a successful climate change mitigation framework (Fankhauser et al., 2021). Regardless of the route taken, these pathways share a common goal: net zero emissions from energy. This requires action across a broad suite of industrial, governmental, economic, and domestic sectors: globally, simultaneously, and at an unprecedented rate.
The Paris Agreement and the Net Zero Target
The United Nations Intergovernmental Panel on Climate Change (IPCC) has concluded that it is “unequivocal” that anthropogenic climate change is occurring, and that the magnitude of changes measured over the timescales of observation are “unprecedented” (IPCC, 2021), and its global impact much discussed (IPCC, 2018). The 2015 Paris Agreement4 aims to hold the increase in global average temperature to “well below 2°C” and to pursue efforts to limit the temperature increase to 1.5°C above pre-industrial levels (IPCC, 2018), a target that will be significantly exceeded this century unless deep reductions in greenhouse gas emissions are enacted. Thus, a substantial decarbonisation of the global economy is required to mitigate the worst excesses of anthropogenic global warming and to meet Paris Agreement targets.
The concept of “net zero emissions” as outlined in the Paris Agreement, refers to balancing greenhouse gases released to atmosphere with carbon dioxide capture and removal5 into carbon sinks to achieve a balance between anthropogenic emissions by sources and removals by sinks of greenhouse gases in the second half of this century (IPCC, 2018). Such removals can be accomplished by short-term measures, e.g., tree planting, or via longer term measures such as CO2 geological storage.
Signatories to the Paris Agreement are required to make commitments for lower carbon emissions every 5 years, so-called “nationally determined contributions” (NDCs) as well as long-term low greenhouse gas emission development strategies (LT-LEDS), and will need to develop their own domestic strategy, informed by their own energy use, applicability of renewable energy technologies and decarbonisation strategies, and industrial needs (IPCC, 2018). So far, all 194 signatories to the Paris Agreement have submitted NDCs whilst 54 (as of November 2022) have submitted their LT-LEDS. For example, the UK Government has outlined a strategy for achieving net zero carbon emissions by 2050 (UK Government, 2021) and submitted this to the UNFCCC (UN Framework Convention on Climate Change) as their LT-LEDS. Although not signatories, a growing number of businesses, industry associations, and investors have pledged to meet Paris Agreement-aligned targets6, in part driven by shareholder and/or consumer pressures.
Sustainable Development Goals and a Just Transition
In 2015, the United Nations published the Sustainable Development Goals (SDGs) to define ambitions for improving human lives and the environment (United Nations, 2015) with a target of 2030. The SDGs provide goals and indicators to measure the sustainability of both government and business. Whilst some critics argue that SDGs favour development over sustainability (sensu Brundtland Commission7), they have established a broad suite of criteria by which the environmental, social, and governance (ESG) performance of government, and other institutions and organisations, can be measured. The energy transition directly links to many SDGs, including (but not limited to): SDG13 Climate Action (rooted in the Paris Agreement), SDG7: Affordable and Clean Energy; SDG12: Responsible Production and Consumption; SDG9: Industry, Innovation and Infrastructure; and SDG5: Reduced Inequalities.
Viewed through the prism of the SDGs, the energy transition should involve the central principles of improved environmental performance, social justice, and human rights. A just energy transition is therefore one in which the benefits and burden are fairly distributed. This includes everything from those communities who live above geological resources being fairly compensated for any disruption during extraction, noting that this may include them owning the companies that carry out the extraction; through to those who may need to move to new industries and therefore update their skills being supported to do so. The SDGs place significant focus and reliance on businesses, investors, and governments to value people and planet in equal measure to profit.
The energy transition should be a just transition, which allows for threats to be minimised and opportunities to be fairly explored and actioned. It is widely acknowledged that urgent action is needed immediately to minimise the potential impacts of climate change8, as well as acknowledgement that there are significant injustices in that those who historically and presently are responsible for the greatest emissions are perhaps those least impacted by current climate change.
Geoscience and the Energy Transition
Historically, geoscience has played a key role in resource extraction and use that has contributed to the current climate emergency. However, as nearly all forms of energy production require Earth resources, and technologies underpinned by geoscience, the geosciences are set to play a key role in delivering the sustainable net zero carbon energy system of tomorrow.
In the next sections, we consider specific examples of technologies and activities that are key for the energy transition and in which geoscience plays an important part (e.g., Figure 2), placing emphasis on geoscience skills contributions. First, we discuss the use of the subsurface for both energy production and storage and for waste. We then outline the requirement for sufficient critical raw materials, principally metals, to enable the transition, and the challenges of mining this sustainably. Finally, we discuss the cross-cutting issues that will underpin sustainable geoscience practices.
[image: Figure 2]FIGURE 2 | The use of the subsurface for technologies associated with the energy transition. Adapted from Cook (2017).
SUBSURFACE TECHNOLOGIES FOR THE ENERGY TRANSITION
Decarbonising requires new methods of harnessing energy, new technologies to store energy, and new ways to manage waste. This section outlines how geoscience applications play a key role in each of these aspects.
Low Carbon Geoenergy
Here, we focus on two low carbon geoenergy technologies: geothermal and nuclear. “Low carbon geoenergy” refers to that energy produced with lower CO2 emissions than from hydrocarbon extraction and combustion that is significantly reliant on a geological resource. It has been estimated that in the UK geothermal systems (deep sedimentary basins, ancient warm granites and shallower flooded mines) could provide approximately 200 EJ or 100 years supply of heat (Gluyas et al., 2018), significantly contributing to the decarbonisation of heating and meeting net zero carbon goals.
Geoscience also plays a role in enabling other forms of low-carbon energy, for example, geotechnical engineering is important for energy infrastructure design, including for ground stability, hazard assessment, and the routing of high energy cables. However, we do not consider these applications to be “geoenergy” as they do not rely on extraction or production of a geological resource; instead, these applications are classified as energy adjacent Geoscience applications.
Low Enthalpy Geothermal Energy
Geothermal energy is the heat energy contained in the subsurface of the Earth (Barbier, 2002; Arbad et al., 2022). This energy can be used directly as heat (or cooling) or to drive turbines to produce electricity, and thus can contribute to the decarbonisation of both heating and electricity production. The average geothermal gradient globally is ∼25–30°C/km but this can vary significantly—e.g., in volcanic regions it can exceed 100°C/km (Lowell et al., 2014). The minimum temperature of geothermal fluids required to drive a turbine to produce electricity is approximately 80°C—though more commonly above 90–100°C (Fazal and Kamran, 2021), implying that for electricity generation heat is sourced from more than a kilometre in depth. Whilst not universally defined, low enthalpy (typically “shallow”) geothermal systems are used principally for heating and cooling purposes, and given average geothermal gradients most are limited to less than a kilometre deep. Thus, the addition of heat pumps to such systems is common (Eugster and Sanner, 2007).
Low enthalpy geothermal systems makes use of heat and coolth resident in aquifer systems or in abandoned and flooded mine workings (Adams et al., 2015; Walls et al., 2021). Minewater geothermal projects have been established in several countries including Norway, Spain, the Netherlands, Poland, Czech Republic, Russia, Canada, the United States and the United Kingdom (Walls et al., 2021). There has been a recent surge in interest in minewater geothermal for domestic heating in the UK due to slow progress in decarbonise heating [heating currently contributes 23% of UK greenhouse gas emissions; BEIS (2021)] and the co-location of many population centres with abandoned coal mines. A major advantage of low enthalpy geothermal systems is that it can be exploited globally, i.e., the temperatures required are available almost everywhere a demand exists, with the caveat that favourable geological conditions are required for economic and environmental extraction. They also provide a stable year-round heat source (when greater than ∼10 m depth) compared to air or water-sourced heat pump systems where temperature fluctuates seasonally and thus impacts efficiency.
High Enthalpy Geothermal Energy
High enthalpy (typically deep) geothermal systems may be used directly for heat and/or electricity production where temperatures are high enough to drive a turbine. Global installed geothermal electrical power capacity (as of 2019) is around 15 GW concentrated in a small number of countries, with approximately 90% of that total in just eight countries: United States, Philippines, Indonesia, Mexico, Italy, New Zealand, Iceland and Japan (Tomasini-Montenegro et al., 2017). However, it is estimated that global production could be as much as 1-2 TW (Fridleifsson et al., 2008).
High enthalpy geothermal electricity production provides low carbon baseload power and as such is a good candidate to replace fossil-fuel baseload in a system likely to be dominated by variable renewable energy supply in the next decades. Bruckner and Al (2014) assume emissions intensity of high enthalpy geothermal electricity range from 6 to 79 kg(CO2e)/MWhe, comparable to other renewable sources and significantly less than fossil fuels (Table 1). However, significant variation from this exists with some geothermal plants estimated to be as high as 1800 kg(CO2e)/MWhe due to the natural variation in co-produced gases (McCay et al., 2019 and references therein). Projects such as the Carbfix project at the Hellisheidi geothermal power plant in Iceland, seek to combine geothermal power production with CCS to further reduce such emissions (Snæbjörnsdóttir et al., 2020).
Nuclear Energy
Nuclear provides an energy resource that has a post second world war legacy of energy production in the United Kingdom, and to greater and lesser extents globally. Some countries produce no nuclear power, whereas France generates about 70% of its electricity from nuclear (World Nuclear Association9). The raw materials for fuel rods (uranium and plutonium) are available in the Earth’s crust and the equivalent volume of raw material needed to produce the same amount of electricity through fossil fuels is orders of magnitude greater: one nuclear pellet of uranium (about the size of a sugar cube) will generate the same amount of electricity as a tonne of coal; or 27 tonnes of uranium versus 2.5 million tonnes of coal (World Nuclear Association10). Simply, Earth is not uranium resource poor; although supply chains of uranium may be subject to energy security concerns.
There are both carbon and economic costs associated with nuclear energy. Life cycle analyses of the greenhouse gas emissions associated with production of nuclear power estimate that emissions are lower than fossil fuel technologies, similar to solar power, and higher than wind turbine or hydroelectricity (Fthenakis and Kim, 2007; Lenzen, 2008) (see Table 1). However, such life cycle analyses do not include “whole lifecycle carbon” and in particular emissions from materials mining, long-term geological disposal, and power station decommissioning (Pomponi and Hart, 2021). Circular economy approaches could reduce the carbon intensity of nuclear energy and handling of produced wastes (Paulillo et al., 2022).
Given energy security and climate change concerns many countries are considering new nuclear technologies in their energy portfolio including Nuclear Micro Reactors and Small and Medium Reactors (Zohuri, 2020; Nuttall, 2022). Independent of the power-generating nuclear technology used, the role for the geosciences is not so much in ensuring a supply of fuel, uranium (MacFarlane and Miller, 2007), but in the siting, geological characterisation (including ground stability, hazard assessment, and so on), and societal acceptability of secure geological disposal facilities for radioactive waste material (Ojovan and Steinmetz, 2022) material (see later section on Geological Disposal of Radioactive Waste).
Subsurface Energy Storage
Energy storage at a range of scales, and varied energy storage options, are anticipated to ensure flexible, responsive and reliable energy supply in a renewables-dependent net zero carbon energy system. Energy storage is required to provide a buffer against variable renewable energy generation and the geographical and seasonal constraints on energy demand (Kabuth et al., 2016); in short, it ensures that minimal energy is wasted, and that energy supply can flexibly match demand. For that reason, energy storage is cyclic, with the energy temporarily stored to be later extracted to meet demand. There are several options for energy storage at different scales that are dependent on geoscientific knowledge, including established technologies such as subsurface pumped hydro, hydrogen and natural gas geological storage, and emerging technologies such as compressed air energy storage and gravity storage. We outline these below.
Geological Hydrogen Storage
Hydrogen is expected to play a key role in the decarbonisation of energy intensive sectors, including heavy industry, transport and power (DNV, 2020). Hydrogen options which might be considered to be “low carbon” include hydrogen generated from methane with associated CO2 emissions captured via CCS, and hydrogen generated from electrolysis of water using renewable energy.
Geological storage of hydrogen is anticipated to support a future “hydrogen economy” (Miocic et al., 2022). Two primary types of geological hydrogen stores are anticipated: salt caverns, whereby gas is injected into natural or engineered cavities in thick salt formations, and reservoir-caprock systems. Salt caverns have been used for decades to store hydrogen in the United Kingdom and United States (Tarkowski et al., 2021; Zivar et al., 2021). However, they have limited capacity, and there are geographic restrictions on the availability of sufficiently thick salt deposits. For this reason, hydrogen storage in porous rocks is being explored as a cost-effective solution (Tarkowski et al., 2021). Here, hydrogen is injected into a porous and permeable reservoir formation, such as a saline aquifer or a depleted hydrocarbon field, which is capped by an impermeable seal. The concept is at an early stage, with many scientific challenges that must be tackled for commercial deployment (Hashemi et al., 2021; Heinemann et al., 2021).
As well as resolving outstanding research and development challenges, geoscience plays a key role in the prospecting and site selection of suitable sites for hydrogen storage, and their operation and monitoring. There is a role for geoscience in minimising losses of stored hydrogen, including containment and microbial conversion, and remediation in the event of leakage. Finally, there is potential of prospecting for naturally-occurring hydrogen from underground reservoirs (Frery et al., 2021; McMahon et al., 2022). Hydrogen is a greenhouse gas, thus, much like natural gas production and storage, fugitive emissions of hydrogen from production, transport, storage and use must be minimised using best available technologies and practices (Ocko and Hamburg, 2022).
Natural Gas Storage
Natural gas production is anticipated to decrease significantly over the next 30 years. The IEA’s “Net Zero Emissions by 2050” scenario projects a 75% reduction from 2022 levels (IEA, 2022c). Other assessments project smaller, but still significant reductions in natural gas production, for example, Speirs et al. (2021) anticipate reduction by a third. Reasons for reduction in the use of natural gas are two-fold: firstly, natural gas combustion emits CO2 and other compounds with global warming potential and negative environmental impacts. Secondly, there is increasing focus on the scale of fugitive emissions of methane—a powerful greenhouse gas—associated with natural gas production, transport and storage. This focus is in response to increasing understanding on the scale of global methane emissions from the energy sector (IEA, 2022b), and action such as the 2021 Global Methane Pledge11 launched at COP26. Methane is responsible for around 30% of the rise in global temperatures, and it is estimated that fugitive methane emissions from natural gas activities are responsible for approximately 11.5% of global methane emissions in 2022 (IEA, 2022a). There is therefore an immediate need for implementation of technologies and practices to reduce fugitive emissions from current natural gas supply, including from natural gas geological storage (IEA, 2021a). For these reasons, natural gas storage is not considered a “low carbon” technology, but, rather a transition technology, though we note that natural gas for power or for hydrogen with carbon capture and storage might be considered low carbon, as outlined in the section on “CO2 geological storage.”
Geological storage of natural gas has proven an economical method for managing gas delivery for over 90 years. In total, 630 underground natural gas storage facilities were in operation in 2009 (Evans and Chadwick, 2009). Natural gas is typically stored in engineered salt or rock caverns, depleted hydrocarbon reservoirs or abandoned mines, or in saline aquifers, with depleted hydrocarbon fields typically providing largest storage capacities (Fang et al., 2016). While geological natural gas storage is deemed to have excellent health and safety record (Evans and Chadwick, 2009), in recent years there have been some high-profile incidences of gas leakage in the US, including the well-failure at Aliso Canyon in Los Angeles in 2015 (Pan et al., 2018).
Much like hydrogen geological storage, geoscience plays a key role in the prospecting and selection of suitable sites for underground gas storage, site operation and monitoring, and remediation in the case of leakage or environmental degradation.
Thermal Energy Storage
Of the many thermal energy storage technologies available, those of most interest to the geoscience world include large pit storage and underground thermal energy storage (UTES) (Heinemann et al., 2019). Large pit storage encompasses shallow lined pits filled with water and gravel as the storage medium. Examples include the Vojens project in Denmark where 200,000 m3 of water is warmed by 70,000 m2 of solar panels for use as seasonal storage (summer-winter) in a district heating system (Lund et al., 2016).
UTES comprises a number of potential configurations using aquifers (ATES), boreholes (BTES) or caverns/mines (C/MTES) as the storage reservoir using water as the storage medium. These are typically used as pit storage for seasonal storage of heat, injecting hot water in the summer and producing it back during the winter. Examples include the Danish Broadcasting Corporation (DR) building in Copenhagen (ATES), Drakes Landing, a housing development in Alberta Canada (BTES) and the Heerlen project in the Netherlands (MTES). Of note with the latter is that mine abandonment planning could consider future use of mines for thermal storage and/or geothermal heat extraction.
Geoscientific knowledge is needed to inform structurally safe pits and subsurface systems required for TES, as well as understand the dissipation and ultimate recovery of heat, i.e., the efficiency of the system.
Subsurface Pumped Hydro
Pumped hydroelectric storage (PHES) is well established. PHES harnesses the gravitational potential energy of water by pumping water to a higher elevation at times of energy excess, to be released in time of demand. It is currently the largest source of installed storage capacity globally, and is set to increase by over 25% between 2021 and 2026, accounting for nearly all global electricity storage capabilities globally (IEA, 2021d). According to IEA analyses, adding PHES capabilities to existing reservoirs would add more energy storage capability than developing new PHES projects (IEA, 2021b). PHES projects can range from gigawatt storage capacity and megawatt generation capacity to small-scale systems from distributed energy storage (Blackers et al., 2021).
Geoscience plays a critical role in the geotechnical engineering and hazard assessment of new and operational reservoir PHES projects, including adding PHES capabilities to existing reservoirs, and the assessment of catchment scale impacts of such sites. Poor quality geotechnical investigations, which overlook basic bedrock geology have resulted in expensive failures, such as GlenDoe, Scotland (Hencher, 2019).
In addition to conventional surface reservoir PHES, subsurface schemes have been developed (SPHES) which deliver low carbon energy without the surface footprint. SPHES might use old mines, such as the Bendigo project (Australia) which pumps water to different levels within an old gold mine (Provis, 2019), Dinorwig Power Station in Wales (UK) which modified an old slate mine (Baines et al., 1983) or Pyhäjärvi (Northern Ostrobothnia–Finland), a deep base metal mine. Alternatively, underground reservoir systems can be engineered, through excavation of rock mass, such as the Mingtan project in Taiwan (Cheng and Liu, 1993). Geoscience knowledge and expertise informs the resource estimate, siting, stability, maintenance and containment of SPHES as well as its safe and efficient operation.
Other Geological Energy Storage Technologies
Emerging geological energy storage technologies include compressed air energy storage (CAES) and underground gravity energy storage (UGES).
Similar to hydrogen geological storage, CAES offers the potential for local small-scale energy storage in addition to large-scale storage. It operates in a similar way to PHES in that periods of excess power are used to store energy, which in the case of CAES, uses air or another gas which is compressed and stored under pressure either above ground (air tanks) or below ground—typically in salt cavern storage, reservoir-caprock or aquifer systems (King et al., 2021). In times of energy demand the gas is depressurised (and heated) to drive a generator for power production (Mouli-Castillo et al., 2019). Subsurface CAES is suitable for seasonal energy storage and has low operating costs per unit of energy (He et al., 2021b), and heat recovery processes reduce the carbon intensity of CAES (Zakeri and Syri, 2015). There are two commercial sites in operation, in Germany (Huntorf power plant) and the United States (McIntosh CAES plant, Alabama), both of which store compressed air in engineered salt caverns (King et al., 2021).
For UGES, there are different arrangements or designs for storing energy (Hunt et al., 2023). UGES works on the concept of lifting rock mass or material (e.g., sand) via hydraulic pumping or electric motors in times of excess energy. At times of energy demand, the potential energy in the elevated rock mass is released by, for example, lowering the mass, turning generators, or discharging the water through a turbine.
For both CAES and UGES, geoscience plays important roles in feasibility studies, site selection, development, operation and monitoring, including cost and risk reduction.
Disposal of Energy Wastes
CO2 Geological Storage
A suite of technologies and approaches involve geological CO2 storage, either to manage and mitigate CO2 emissions, or to remove CO2 from the atmosphere. In its simplest form, CO2 geological storage involves capturing CO2, compressing and transporting it, and injecting it into subsurface geological formations (Ringrose, 2020; Martin-Roberts et al., 2021). Where the CO2 sources are the capture of emissions from point sources such energy production and/or industrial processes—with the aim of dramatically reducing atmospheric emissions from those processes—the process is Carbon Capture and Storage (CCS). Where the process is capturing atmospheric CO2, it is Carbon Dioxide Removal (CDR) (Figure 3). Regardless of the source, the CO2 must remain stored geologically in the subsurface on a time scale of utility to the climate [thousands of years, Alcalde et al. (2018)].
[image: Figure 3]FIGURE 3 | A suite of technologies and approaches involve geological CO2 storage, including CCS and CDR.
There are different formulations of geological CO2 stores, including: reservoir-caprock systems, reservoir-overburden systems, and rock mineralisation (e.g., of ultramafic composition). Often considered distinct from CCS, geoengineering to accelerate geological processes such as enhanced weathering (thereby trapping CO2 into minerals) can also be classified as geological CO2 storage.
As highlighted in Figure 3, achieving the “balance of sources and sinks” as described in the Paris Agreement will require CO2 removal (CDR) as well as mitigation of emissions, achieved by a variety of means. Some of this will be achieved by nature-based solutions such as tree-planting and soil management, and some will require geological storage. CO2 may be captured directly from atmosphere (DAC) or via biological processes (Bioenergy with Carbon Capture and Storage; BECCS), whereby photosynthesis captures CO2 from atmosphere, the biomass is then used in energy production and the resultant CO2 by-product is then stored geologically.
A hybrid approach of nature-based solutions and technological solutions is the case of enhanced weathering. Here, acceleration of natural chemical weathering by increasing surface area for reactions through grinding of silicate rocks provides a way to drawdown CO2 from the atmosphere. Of note here is the ability to use existing mine waste material, e.g., in tailings, typically of olivine-rich ultramafic rocks (Wilson et al., 2011; Power et al., 2020; Bullock et al., 2021), potentially coupled with critical metal recovery (see section on sustainable mining) or tailings stabilisation (Power et al., 2021). New research highlights potential for significant CO2 removal via trapping in polymineralic rocks through treatment during rock crushing to produce, for example, construction aggregate (Stillings et al., 2023).
Pathways to net zero envisage the combined deployment of CCS and geological CDR on the order of 7–10 GtCO2/year by 2050, through engineered carbon capture solutions, with proportionally more for CDR than for emissions reduction (IEA, 2021c; Energy Transitions Commission, 2022). This is two orders of magnitude greater than the current ∼40 Mt/year capture rates. Thus, geological CO2 storage is anticipated to be a large industry with significant employment prospects for geoscientists. How and where CCS and geological CDR developments take place will vary depending on regional contexts (Vaughan et al., 2018) including matching of CO2 sources and sinks (Power et al., 2020) and existing infrastructure (Alcalde et al., 2019). Expansion of global CCS programmes is slowly occurring, the Global CCS Institute Report for 2022 records a 44% increase in the CO2 capture capacity of facilities under development over the previous 12 months (Global CCS institute, 2022).
Regardless of the geological CO2 storage formulation, geoscience knowledge, experience and workflows underpin the selection of appropriate storage sites, the development, operation and monitoring of the storage sites (Roberts and Stalker, 2020), and their eventual closure (Krevor et al., 2022).
Geological Disposal of Radioactive Waste
All countries using nuclear power generation take responsibility for their own nuclear waste. Therefore, disposal facilities are of national concern in nuclear power generating countries. Nuclear waste derived from power generation is often combined with industrial, medical and military nuclear wastes.
Plans for radioactive waste disposal (often termed “rad waste”) vary between countries and are dependent on the types and levels of waste generated. Different wastes have different radioactivity and heat generation properties. Lower levels of waste can be disposed of in several different ways, including below ground in near-surface facilities. For higher level waste, most countries have opted for deep geological disposal facilities (GDFs) (Kim et al., 2011; Ojovan and Steinmetz, 2022) (see the World Nuclear Association12 for a description of waste levels). GDFs for nuclear waste are at various stages of development globally. The design of a GDF is dependent on the available geologies; the NRC identified three main lithologies suitable for deep geological disposal (NRC, 1957): clay-rich rocks, evaporites, and crystalline rocks. These are still considered the most appropriate due to a combination of properties including: permeability, reactivity, and strength. For example, the Onkalo GDF in Finland is in crystalline basement; the Waste Isolation Plant Pilot (WIPP) in the US disposed of wastes in subsurface salt deposits; and the Cigeo facility in France plans to dispose of wastes in clays. Deep borehole disposal has also been proposed for higher activity waste (Beswick et al., 2014; Mallants et al., 2020; Ojovan and Steinmetz, 2022). However, deep borehole disposal is at a lower technological readiness level than GDFs, and if developed, is likely to be more appropriate for small volumes of lower activity wastes.
There are both carbon and economic costs associated with radioactive waste disposal. Carbon emissions associated with GDFs are significant, but mostly source from the construction of the deep geological storage facility (Paulillo et al., 2020). The amount of high level waste is a key factor in determining the carbon intensity of the construction and decommissioning phases. Regarding economic costs, the development of a GDF in the UK is estimated to cost of £20–53 billion (undiscounted) (Nuclear Waste Services, GDF Annual Report 2020–202113, last accessed 10th November 2022), and the cost of nuclear power station decommissioning and GDF construction in France was estimated at €54 billion (Dorfman, 2017).
A wealth of geoscience skills are required for development and operation of radioactive waste disposal, and GDFs in particular: from site characterisation techniques (including seismic interpretation through to detailed borehole analysis); geomechanics, hydrogeology, and scenario modelling for risks and uncertainties. Geoscience skills and knowledge will be important in ensuring long-term security and cost-optimisation of siting and construction, for which allied skills in geotechnical engineering for design and construction will also be key. Sourcing of materials in the form of aggregates in addition to other raw materials is crucial for engineering projects. Finally, radioactive waste disposal introduces important and sensitive geo-ethical considerations regarding intergenerational decision-making (Tondel and Lindahl, 2019).
Water Injection or Disposal Associated With Energy Production
Many geoenergy applications, including the processes leading for CO2 geological disposal, energy storage, and geothermal cycling, require water injection for water disposal and/or pressure management and/or site sustainability. Examples include water production from geothermal energy extraction, where the water is reinjected into the subsurface (Kaya et al., 2011). The Gorgon CCS project (Western Australia) produces CO2 and brine from with natural gas production, both of which are then injected into the subsurface, in different rock units (Trupp et al., 2021). Another example from CCS is brine production or injection for pressure management and to support storage capacity (Buscheck et al., 2016).
Water and wastewater injection particularly requires geological knowledge of managing subsurface risks relating to injectivity and pressure management, to minimise issues such as induced seismicity (Yeo et al., 2020), or brine migration (Maliva et al., 2007).
RAW MATERIALS FOR THE ENERGY TRANSITION
Metals
The energy transition involves a shift to an energy infrastructure (generation, transmission, and storage) based on renewable technology. This requires the sustainable sourcing of sufficient quantities of non-renewable raw materials—principally specialty, strategic and/or ‘battery’ metals. Whilst recycling may in time allow the creation of a genuine circular economy, at present we require ongoing and enhanced sourcing of many metals from both new and existing mines, ideally with a smaller environmental footprint than in the past (Smith and Wentworth, 2022). Further, a renewed interest in onshoring supply chains means there is increased attention to the issue of responsible local sourcing, and to resource stewardship.
Transitioning towards a renewable energy infrastructure means the large-scale manufacturing of solar panels, wind turbines, and Li-ion batteries amongst many other technologies; the widespread deployment of electric vehicles and other future transportation technologies; as well as enhanced infrastructure for electricity transmission and storage. This all will require a significant increase in the sourcing of key raw materials, principally metals (e.g., Herrington, 2021; Jowitt, 2022). A number of so-called “critical metals” (see below) have been highlighted as being especially vital to this effort (World Bank, 2020; Lusty et al., 2021), with significant estimates in the increase of production volumes of these metals required by 2050 over current production. For example, as the principal transmitter of electricity, copper is a key energy transition metal; although the increased copper demand from new technologies may be only a modest increase (Hund et al., 2020), a growing world population which is also undergoing societal and technological development, means that in the next 25 years the global copper demand will be significant—perhaps more than three times greater than at present (Schipper et al., 2018; Jowitt and McNulty, 2021).
Although many metals are in principle infinitely recyclable, in practice recycling rates are highly variable, with those especially for critical metals being low to negligible (Reck and Graedel, 2012). Recycling also assumes that metals in circulation are at their end-of-life stage, but the fact is many green technology metals such as lithium and cobalt were not previously in high demand, and are therefore not available in significant quantities within existing end-of-life products. Metals become available for recycling after a product’s lifetime, which may be decades after first manufacture—hence metal stocks in scrap and end-of-life products represent production from decades ago (Ruhrberg, 2006). Given growing demand for most metals, over time, recycling stocks are insufficient to meet contemporary demand (Graedel et al., 2011). In essence, to reach a true circular economy, we need more metals actually in use in the global economy, in various lifecycle stages, than at present. Mining is therefore forecast to continue to grow despite improving recycling efforts. Thus, for the foreseeable future there will be a continued requirement for the exploration and extraction of a large range and volume of metals. This has significant implications for industry, for national economies, and for geopolitics.
The type of metals which will be required are both those traditionally mined—such as iron, aluminium, nickel, and copper—but also a range of specialty metals including the rare earth elements, lithium, and cobalt for battery and power technologies (Table 2), many of which are traditionally by-products of mining for other primary metals. The build-out of new renewable energy infrastructure requires both iron (for steel), copper for wiring, and tin for electronics (Nassar et al., 2015). However, as new technologies come on board and/or as metal substitution innovation occurs, then other metals may in turn become essential. Nuclear power requires mining of uranium, which may have its own demands and geological constraints (see section on Nuclear Energy).
TABLE 2 | Energy transition metals, and their “criticality”—as defined by current and projected future demand, and recycling rates.
[image: Table 2]Some metals have well-defined geological and metallogenic models and significant effort is expended on the exploration of new deposits by major multinational mining companies. For metals such as copper, there is broad agreement between industry and academia that future resources will largely come from the porphyry-style mineral deposits, and supply will be dominated by producers in South America (Singer, 2017; Hammarstrom, 2022). However, for other metals, a lack of significant historic demand has resulted in comparatively poor geological understanding and less well-developed models, and hence there is new research interest in the metallogenesis of metals such as lithium and cobalt.
Through the exploration process, mineral deposits are discovered and scrutinised to convert them to mineral “reserves”—the legally, technically and economically mineable portion of the ore deposit. Mineral reserves are therefore only a fraction of the Earth’s true inventory of metals, and in general reserves have kept pace with demand (Jowitt and McNulty, 2021). There is little to suggest that the world’s supply of metals will be exhausted during the energy transition, but the time taken to explore for, and commence production of, an ore deposit leads to the pertinent issue of “mining latency,” whereby the timescales of both greenfield and brownfield exploration and subsequent mine development are of the order of 10–25 years or greater (Figure 4). This means that in the event of a surge in demand there will be an inevitable supply lag, with implications for the price of those commodities and their availability for the energy transition. Such supply challenges need to be acknowledged and acted upon since they in turn may impact the projected transition timeline—unless there is a transformation in innovation such as reliable substitutions.
[image: Figure 4]FIGURE 4 | The Lassonde curve—the lifecycle of a mineral discovery and as a function of asset value. After: https://www.visualcapitalist.com/visualizing-the-life-cycle-of-a-mineral-discovery/.
Critical Metals
Many of the required specialty metals such as lithium and cobalt are only mined in small quantities—in terms of both tonnage and/or mine supply diversity—with the increase in demand therefore constituting a significant real-term increase in their production. For example, it is projected that by 2025, some three- quarters of all lithium demand will be for use in Li-ion batteries (Azevedo et al., 2018; Bibienne et al., 2020)—a major increase from only 14% in 2019, assuming that Li-ion batteries are projected to dominate lithium demand into the middle of the century.
Minor and specialty metals typically have exploration and production dominated by small mining companies (juniors and prospectors), in limited mining jurisdictions, which in turn may mean less secure supply and an increased social impact. The geoscientific models for these metals, found in diverse and often idiosyncratic deposits, often originally exploited for other metals, are less well-defined, and there is limited ability to predict the geology of future supply (Sykes et al., 2016). Existing supply for some metals has relatively few providers, due to geological scarcity, challenging process methods, historic low demand, or relatively low value to producers. Many specialty metals are not mined for in their own right but are instead recovered as by-products of industrial and precious metals, or from wastes generated during their processing (e.g., cobalt, selenium, indium). These factors all combine to produce insecure supply chains for some metals—with strong dependencies on a small number of countries and companies as dominant producers, weak relationships between demand and price, and hence low economic stimuli for new exploration (e.g., Frenzel et al., 2017). This has led to some strategic metals being classified as critical—having both economic/industrial importance and a threatened supply (Table 2)—although it is worth noting that criticality is subjective and may only be a temporary designation (e.g., Jowitt and McNulty, 2021).
Major industrial metals may be vital to industry and society, but a geographically and commercially diverse supply makes for a robust supply chain. It is typically only minor metals and industrial minerals that are considered critical. The determination of a raw material’s criticality will change depending on the country or company carrying out the analysis; the US and EU have different critical lists, and for the first time the UK Government drafted its own strategy in 202214, a practise now seen with other national governments, e.g., Canada, Japan. The availability of critical metals may influence the choice of decarbonisation technologies, the cost of the energy transition, the timeframes for change, and the ability for all the world’s nations to meet their Paris Agreement obligations, and may drive technological change and/or substitution technologies.
Implications for Mining and Sustainability
The concept of “sustainable mining” in the extraction of a non-renewable resource, we take to mean minimising the environmental, economic, and societal impacts of: resource discovery; extraction, processing and usage; waste and tailings management; and closure and remediation/reclamation. Present mining activities have variably significant footprints in terms of energy used during mining, processing, and transportation of concentrate (with associated CO2 emissions), and water impact. Routes to reduce these impacts include: discovery of large, high grade deposits in brownfield regions and/or their discovery closer to smelting and manufacturing; decarbonisation of mining activities including via renewables-powered operations and/or CO2 drawdown activities; and enhanced processing technologies. If responsibly carried out, mining activities can assist UNSDGs, especially in developing nations.15
Even though we now mine more metals than at any point in human history (US Geological Survey, 2021), increased metal production for the energy transition will see the further expansion of the mining industry. This might mean the extraction of poorer quality ores and working of smaller deposits, with consequent negative impacts on energy use, CO2 emissions, water consumption and waste. Explorers may have to work in new frontiers; this might mean deeper (and more expensive) mines in established areas, or the development of mines in new areas, including deep sea environments and biodiversity hotspots. The pursuit of new resources to satisfy the demands of the energy transition needs to be balanced against the potential impacts across the Sustainable Development Goals (United Nations, 2015; UNECE, 2021b).
For major industrial metals such as copper and iron ore, the significant reserve and production volumes and larger more diversified mine base of these metals mean their supply is relatively insulated from external shocks. However, the sourcing of small-scale metals—which tend to fall to smaller producers, from a restricted number of key mines, perhaps in less well developed mining jurisdictions—means their supply is at much greater risk from geoeconomics and geopolitics: e.g., lithium is sourced mainly from a limited number of Australian hard rock mines and from Chilean Salars—meaning supply is at a much greater risk of disruption. Critical, minor and by-product metals generally suffer from more volatile pricing (Redlinger and Eggert, 2016), and hence more challenging business conditions for explorers, miners and investors (e.g., Gardiner et al., 2015). These issues are in some instances causing a rewiring of supply chains, where major consumers of metals which suffer from price instabilities, are now making direct offtake agreements with, and in some cases direct investments into, producers to ensure supply (e.g., GM sourcing lithium from Thacker Pass, Nevada16).
In terms of the geoscience response, there is a need to find more deposits of most major and minor metals, in particular with a focus on identifying and exploiting giant orebodies to minimize mining impact. The drive towards more sustainable mining practice, which seeks to minimise environmental footprint, requires that we explore and produce from larger, higher grade deposits (against a backdrop of declining size and grade), with more efficient processing technologies, and work deposits sited closer to eventual consumption of the metals (European Commission, 2020). New discoveries may require building new exploration tools to enable new exploration approaches. The mineral systems paradigm (McCuaig and Hronsky, 2014) provides a framework for breaking down the essential parts of ore formation, with the ability to then target and interrogate with novel exploration tools.
The “quality” of mineral deposits, in terms of ore grade, accessibility and mineralogy (e.g., presence of deleterious components) has declined in the 21st century, through the depletion of the most optimal ores (e.g., Mudd, 2010). In some cases we now mine what was once considered uneconomic “background” mineralisation (e.g., Figure 3 of Goldfarb and Groves, 2015). As mining environmental performance (energy consumption, water consumption, waste) is strongly dependent on grade, future exploration may be dominated by the search for higher grade deposits in new frontiers. This might mean mining activities further encroach into wilderness areas and biodiversity hotspots (Sonter et al., 2018; Sonter et al., 2020), the pursuing of resources in novel environments including the sea floor (Miller et al., 2018), or searching deeper under cover in conventional mining landscapes (Schodde, 2014). Exploration and mining in these new frontiers requires innovation in geophysical techniques, improved geological and geometallurgical models for deposit types, and significant research into the potential environmental impacts and their mitigation. Whole life-cycle planning of the exploration to post-mining programme and expanding the potential to involve circular economics as much as possible is essential for future responsible resourcing (e.g., Wall and Pell, 2020).
The implications for geosciences is multi-fold. Research leading to better metallogenic models at a range of scales can help with discovery of metallic resources not previously explored for at scales; development of novel exploration tools can help to “vector” to mineralisation; a better understanding of deposit and grade morphology can assist with mining strategies; mineralogical constraints can inform new processing approaches. Improved geometallurgical technologies are required to both improve processing efficiencies, as well as process new mineralogical associations. Environmental geoscientists are needed to both help with responsible mining operations, as well as post-mining remediation and monitoring efforts.
Water
Often referred to as the “energy-water nexus” (IEA, 2016), water and energy resources are intertwined, and geoscience is relevant for both. Further, it is anticipated that the interdependency of water and energy will intensify due to climate impacts and changing energy provision, with significant implications for both energy and water security (IEA, 2017).
Not only does water treatment and supply require energy, but many geoscience and energy applications use water. Example applications which rely on water include: cooling of power plants and carbon capture processes (Rosa et al., 2021); hydrogen production via hydrolysis (Beswick et al., 2021); production of geothermal energy (Lohrmann et al., 2021); drilling wells; subsurface pressure management (for hydrocarbon production, and hydrogen and CO2 geological storage); mining and processing of key metal resources (Meißner, 2021); and for growing and producing crops for biofuels and bioenergy for BECCS (Gerbens-Leenes et al., 2009).
Climate change and urbanisation is causing water resource stress (He et al., 2021a) in addition to water extraction and use. For example, the UN estimates that ∼70% of the mining operations of the world’s six biggest companies are in countries facing water stress, and that resource extraction and processing is responsible for more than 90% of global water and biodiversity stress (Hellweg et al., 2020). In particular, mine supply of base metals such as copper, nickel and zinc are exposed to water stress (Northey et al., 2017). Thus, for a sustainable energy transition, planning and policies must consider the interconnection between water and energy to ensure that water resource scarcity and social impacts is not exacerbated, and that energy and material supply is sustainable, reliable and secure (Milman and MacDonald, 2020).
Geoscience skills are important for understanding the interdependencies and interactions between demands and/or pressure on water resources for sustainable water management in different environments and contexts. Critical, also, will be improved methods to evaluate and reduce water use, as well as integrated risk management to ensure that potable water supplies are not depleted or contaminated.
CROSS-CUTTING CHALLENGES AND OPPORTUNITIES FOR GEOSCIENCES
A number of cross-cutting issues will impact the pace, scale, and style of transition across different geoscience sectors, and therefore geoscience contribution to energy transition. As summarised in Table 3, such cross-cutting issues include: technical challenges, geoscience industry policy and practice, as well as political, economic and societal themes.
TABLE 3 | A summary of cross-cutting issues that cut across the geoscience sector that are important for a just transition to net zero carbon.
[image: Table 3]One key topic is the issue of skills and workforce transition—encompassing university and professional training for geoscientists, appropriate graduate-level jobs, and reskilling existing professionals. There is a steady decline in geoscience graduate degree recruitment, at both honours and higher level, in many countries worldwide (Anonymous, 2021). Might a geoscience skills shortage present a risk to a sustainable energy transition? We are in a pivotal time, and the geoscience sector and Higher/Further Education institutions must urgently respond to this. Geoscience must be reframed to showcase the exciting, important and holistic role that geoscientists will play in enabling a fair and sustainable future. This will require changes in curricula and in changes student recruitment to encourage a wider range of students from different backgrounds to study geosciences (Dowey et al., 2021). Further, systemic barriers to inclusion and retention in geoscience higher education and workplaces must be identified and mitigated or removed. Geoscientists must connect more deeply with and respond to societal interests and concerns regarding the discipline and geoscience developments.
Related disciplines including geoenvironmental and geotechnical engineering are important for energy infrastructure siting, design and operation—including for ground stability, hazard assessment, and geothermal considerations. Developments for which this input is crucial include: hydro and tailing dams, tunnelling for high voltage cables and pipelines, and infrastructure such as CCS and underground hydrogen storage industry, mining and quarrying, and renewable energy developments including wind turbines and subsurface pumped hydro.
A related issue concerns societal acceptability and interaction with the suite of potential geoscience solutions at different scales that we have outlined in this paper. Many of the technologies outlined in this paper are unfamiliar to wider society, and awareness of the role of geoscience solutions for net zero is low (Leiss and Larkin, 2019; Roberts and Lacchia, 2019). Further, prospective developments might be met with caution, due to lack of trust or associations with past harms. For the energy transition to be fair and sustainable, these technologies and the energy system that they form part of must be designed and developed and implemented in partnership with local communities and in such a way that delivers multiple sustainable development objectives (Roberts et al., 2023). This requires an integrated “whole systems” approach, with strong emphasis on partnership building and societal considerations regarding net zero infrastructure and energy systems of the future. There are valuable roles for geoscientists in developing effective engagement programmes to widen societal awareness of geoscience aligned activities, framed in such a way that responds to stakeholder interests and concerns. Partnerships across disciplines to support societal and political awareness of geoscience for climate action is key. Therefore there is are valuable opportunities for geoscientists with excellent communication skills, reflective thinking, and listening skills to nurture creative approaches for communication and societal engagement to support sustainable geoscience development (see Table 3).
Transitioning From Fossil Fuels
As we transition from a fossil hydrocarbon dominated society, the role of continued fossil hydrocarbon production and use is contentious. Continuing fossil hydrocarbon production does not support climate goals (IEA, 2021c; IPCC, 2023). CO2e emissions from hydrocarbon production, refining, transport and storage are significant, in addition to combustion for energy, thus as well as tackling fugitive emissions from hydrocarbon supply chains, reducing fossil fuel reliance is key.
Different transition pathways for the phase out or the phase down of fossil hydrocarbons have been proposed. Some have proposed a phased transition in production involving preferentially targeting “advantaged” hydrocarbons, i.e., those with minimal impact in discovery and production (Davies and Simmons, 2021), or prioritising hydrocarbon production from lower income countries. Phased transition in hydrocarbon use is also proposed, with some applications being prioritised over others and/or an initial focus on the continued use of oil, gas over coal. The enactment of Geological Net Zero also provides a potential route to achieve net zero emissions within the timescales of the Paris Agreement. Regardless, the transition from fossil fuels will shape the geoscience workforce of the future, and inclusive strategies must be designed and implemented to ensure equality of opportunity.
SUMMARY
Progress and action for the energy transition to net zero carbon is critical, and both geoscience sectors and geoscientists will play multiple key roles - direct and indirect—in achieving this. Geoscience knowledge and skills are necessary for the development of many energy transition technologies and supply chains, from the sourcing of raw materials, to new modes of low carbon heat and power generation and subsurface energy and thermal storage technologies, to the sustainable management of energy wastes and balancing of carbon budgets.
Mitigating climate change is one facet of the energy transition, and geoscience applications will need to meet the technical demands of decarbonisation alongside broader sustainable development and just transition objectives. The multidisciplinary and integrated nature of the energy transition means that it will involve working across and beyond geoscience disciplines to deliver innovative solutions and develop new lines of research and applications. Geoscientists are therefore well-placed to support policymakers, stakeholders, industry and business, and communities in the wider society (Figure 5), in the responsible management of Earth resources fundamental to the energy transition, and the use and stewardship of the subsurface, to build a sustainable future.
[image: Figure 5]FIGURE 5 | Schematic of various stakeholders in the energy transition.
This paper has shown a rich future for geoscience, underpinned by the importance of a broad range of geoscience knowledge and skills for a sustainable energy transition. The geoscience community must recognise its responsibility in facilitating a fair and sustainable energy transition, ensure inclusive geoscience skills and supply chains are in place, support sector decarbonisation, and support knowledge exchange and cross-disciplinary and cross-sectoral partnerships for net zero.
A systems approach is essential to the success of integrating geosciences into the complex and multi-layered challenges of achieving net zero. As a result, geoscientists must work across and beyond geoscience disciplines and sectors to ensure environmentally and socially equitable energy transition.
POSTSCRIPT
An Energy Transition Discussion Meeting, held at the Geological Society of London in April 2022, provided a forum to discuss “What does Geoscience need to do now for a sustainable transition to Net Zero?” (Knipe et al., 2022). The impetus for the meeting was that there was a clear and immediate need for climate solutions, but that gaining public and political trust is essential for progress; that geoscientists in academia and industry play a key role both in progressing the science and technology, but also in providing deliverable solutions that bring environmental and social benefit. The meeting followed on from a series of related webinars and events, and all brought into sharp focus the scale of the challenge of the energy transition, as well as the critical role of Geoscience in achieving it. The key issues raised by the attendees of the meeting included:
• A lack of recognition and discussion of the urgent need for rapid deployment of CCS to achieve net-zero, that the tools and knowledge exist, but need applying, which could be achieved via a “Carbon takeback policy” (Jenkins et al., 2021). Understanding of timescales and the contributions from geological versus “nature-based” solutions.
• Engagement with a wide range of stakeholders, including the public, is urgently required to communicate the value of the sub-surface, engage with and listen to residents, public, policy, management, etc., and thus skills needed by geoscientists include an ability to communicate and develop trust.
• An understanding of critical mineral supply chains and latencies is essential to secure future sufficient supplies for the decades ahead. However, there is a need to speed up the implementation of exploration/production programmes to meet demands of the energy transition, but also a requirement to shift to more sustainable mining practices, to change the reputation of the mining sector, and to highlight progress in e.g., environmental, social and governance (ESG).
In summary, geoscience knowledge and skills are essential to meet net zero, but enabling and harnessing these technologies requires integration and cooperation with other disciplines to build an integrated approach to ensure a sustainable and equitable energy transition. It is the responsibility of the geoscience community to help drive these essential collaborations, to address the skills gaps for existing workers, and to help identify opportunities and careers paths for those entering the workplace.
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FOOTNOTES
1CO2 “equivalent”: a metric measure of used to compare combined emissions of greenhouse gases (with different Global Warming Potentials) by converting to the equivalent amount of CO2.
2https://www.iea.org/reports/global-energy-review-co2-emissions-in-2021-2
3https://www.nstauthority.co.uk/the-move-to-net-zero/net-zero-benchmarking-and-analysis/natural-gas-carbon-footprint-analysis/
4https://unfccc.int/sites/default/files/english_paris_agreement.pdf
5We distinguish between Carbon Capture and Storage (CCS), which refers to the process by which CO2 is captured from point sources and stored to prevent its release into the atmosphere, and Carbon Dioxide Removal (CDR), which removes CO2 that is already in Earth’s atmosphere.
6https://unfccc.int/news/commitments-to-net-zero-double-in-less-than-a-year
7Brundtland Commission Report, 1987.
8https://ukcop26.org/the-glasgow-climate-pact/
9https://www.world-nuclear.org/information-library/nuclear-fuel-cycle/introduction/what-is-uranium-how-does-it-work.aspx; last accessed 23/10/2022.
10https://world-nuclear.org/nuclear-essentials/how-does-a-nuclear-reactor-work.aspx; last accessed 23/10/2022.
11https://www.globalmethanepledge.org/#pledges
12https://world-nuclear.org/information-library/nuclear-fuel-cycle/nuclear-wastes/radioactive-waste-management.aspx
13https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1057186/GDF_Annual_Report_2020_21.pdf
14https://www.gov.uk/government/publications/uk-critical-mineral-strategy
15https://www.unep.org/news-and-stories/story/how-minerals-and-metals-companies-can-help-achieve-2030-agenda-sustainable
16https://www.mining.com/gm-lithium-americas-to-jointly-develop-thacker-pass-mine-in-nevada/
REFERENCES
 Adams, C., Auld, A., Gluyas, J., and Hogg, S. I. (2015). Geothermal Energy – the Global Opportunity. Proc. Instit. Mech. Eng. Part A J. Power Energy 229, 747–754. doi:10.1177/0957650915590704
 Alcalde, J., Flude, S., Wilkinson, M., Johnson, G., Edlmann, K., Bond, C., et al. (2018). Estimating Geological CO2 Storage Security to Deliver on Climate Mitigation. Nat. Commun. 9, 2201. doi:10.1038/s41467-018-04423-1
 Alcalde, J., Heinemann, N., Mabon, L., Worden, R. H., De Coninck, H., Robertson, H., et al. (2019). Acorn: Developing Full-Chain Industrial Carbon Capture and Storage in a Resource- and Infrastructure-Rich Hydrocarbon Province. J. Clean. Prod. 233, 963–971. doi:10.1016/j.jclepro.2019.06.087
 Anonymous, (2021). Geoscience on the Chopping Block. Nat. Rev. Earth Environ. 2, 587. doi:10.1038/s43017-021-00216-1
 Arbad, N., Emadi, H., and Watson, M. (2022). A Comprehensive Review of Geothermal Cementing from Well Integrity Perspective. J. Petroleum Sci. Eng. 217, 110869. doi:10.1016/j.petrol.2022.110869
 Azevedo, M., Campagnol, N., Hagenbruch, T., Hoffman, K., Lala, A., and Ramsbottom, O. (2018). Lithium and Cobalt - a Tale of Two Commodities. New York: McKinsey & Company. 
 Baines, J. A., Newman, V. G., Hannah, I. W., Douglas, T. H., Carlyle, W. J., Jones, I. L., et al. (1983). DINORWIG PUMPED STORAGE SCHEME. PART 1: DESIGN. PART 2: CONSTRUCTION. Proc. Instit. Civ. Engineers-Energy 74, 637–718. doi:10.1680/iicep.1983.1360
 Barbier, E. (2002). Geothermal Energy Technology and Current Status: an Overview. Renew. Sustain. Energy Rev. 6, 3–65. doi:10.1016/s1364-0321(02)00002-3
 BEIS (2021). Heat and Buildings Strategy. Available from: https://assets.publishing.service.gov.uk/government/uploads/system/uploads/attachment_data/file/1036227/E02666137_CP_388_Heat_and_Buildings_Elay.pdf (Accessed June, 2023). 
 Beswick, A. J., Gibb, F. G., and Travis, K. P. (2014). Deep Borehole Disposal of Nuclear Waste: Engineering Challenges. Proc. Instit. Civ. Engineers-Energy 167, 47–66. doi:10.1680/ener.13.00016
 Beswick, R. R., Oliveira, A. M., and Yan, Y. (2021). Does the Green Hydrogen Economy Have a Water Problem?ACS Energy Lett. 6, 3167–3169. doi:10.1021/acsenergylett.1c01375
 Bibienne, T., Magnan, J. F., Rupp, A., and Laroche, N. (2020). From Mine to Mind and Mobiles: Society’s Increasing Dependence on Lithium. Elements 16, 265–270. doi:10.2138/gselements.16.4.265
 Blackers, A., Stocks, M., and Cheng, C. (2021). A Review of Pumped Hydro Energy Storage. Prog. Energy 3, 022003. doi:10.1088/2516-1083/abeb5b
 Bruckner, T., and Al, E. (2014). Mitigation of Climate Change. Contribution of Working Group III to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change. Cambridge, United Kingdom and New York, NY: USA Cambridge University Press. 
 Bullock, L. A., James, R. H., Matter, J., Renforth, P., and Teagle, D. A. H. (2021). Global Carbon Dioxide Removal Potential of Waste Materials from Metal and Diamond Mining. Front. Clim. 3, 694175. doi:10.3389/fclim.2021.694175
 Buscheck, T. A., Bielicki, J. M., White, J. A., Sun, Y., Hao, Y., Bourcier, W. L., et al. (2016). Pre-injection Brine Production in CO2 Storage Reservoirs: An Approach to Augment the Development, Operation, and Performance of CCS while Generating Water. Int. J. Greenh. Gas Control 54, 499–512. doi:10.1016/j.ijggc.2016.04.018
 Cheng, Y., and Liu, S. C. (1993). “Power Caverns of Mingtan Pumped Storage Project, Taiwan,” in Surface and Underground Project Case Histories - Principles, Practice and Projects (Oxford: Pergamon).
 Cook, P. J. (2017). CCS Research Development and Deployment in a Clean Energy Future: Lessons from Australia over the Past Two Decades. Engineering 3 (4), 477–484. doi:10.1016/J.ENG.2017.04.014
 Davies, A., and Simmons, M. D. (2021). Demand for ‘advantaged’ Hydrocarbons during the 21st Century Energy Transition. Energy Rep. 7, 4483–4497. doi:10.1016/j.egyr.2021.07.013
 Demski, C. (2021). Net Zero Public Engagement and Participation, Research Note. London: Department for Business, Energy and Industrial Strategy. 
 DNV (2020). Heading for Hydrogen. Available from: https://www.dnv.com/focus-areas/hydrogen/heading-for-hydrogen.html (Accessed June, 2023). 
 Dorfman, P. (2017). How Much Will it Really Cost to Decommission the Aging French Nuclear Fleet? Nuclear Consulting Group. Available from: https://www.nuclearconsult.com/news/how-much-will-it-really-cost-to-decommission-the-aging-french-nuclear-fleet/ (Accessed June, 2023). 
 Dowey, N., Barclay, J., Fernando, B., Giles, S., Houghton, J., Jackson, C., et al. (2021). A UK Perspective on Tackling the Geoscience Racial Diversity Crisis in the Global North. Nat. Geosci. 14, 256–259. doi:10.1038/s41561-021-00737-w
 Energy Transitions Commission (2022). Carbon Capture, Utilisation and Storage in the Energy Transition: Vital but Limited. London: Energy Transitions Commission. 
 Eugster, W. J., and Sanner, B. (2007). “Technological Status of Shallow Geothermal Energy in Europe,” in Proceedings European Geothermal Congress;  (30 May-1 June 2007); Unterhaching, Germany. 
 EUROPEAN COMMISSION (2020). Study on the EU’s List of Critical Raw Materials – Final Report. Brussels: European Commission. 
 Evans, D. J., and Chadwick, R. A. (2009). Underground Gas Storage: Worldwide Experiences and Future Development in the UK and Europe. London: Geological Society of London. 
 Fang, H., Ciatto, A., and Brock, F. (2016). US Natural Gas Storage Capacity and Utilization Outlook. Oak Ridge: Oak Ridge National Laboratory, US Department of Energy. 
 Fankhauser, S., Smith, S. M., Allen, M., Axelsson, K., Hale, T., Hepburn, C., et al. (2021). The Meaning of Net Zero and How to Get it Right. Nat. Clim. Change 12, 15–21. doi:10.1038/s41558-021-01245-w
 Fazal, M. R., and Kamran, M. (2021). “Geothermal Energy,” in Renewable Energy Conversion Systems ed . Editors M. Kamran, and M. R. Fazal (London: Academic Press).
 Fouquet, R. (2010). The Slow Search for Solutions: Lessons from Historical Energy Transitions by Sector and Service. Energy Policy 38, 6586–6596. doi:10.1016/j.enpol.2010.06.029
 Frenzel, M., Mikolajczak, C., Reuter, M. A., and Gutzmer, J. (2017). Quantifying the Relative Availability of High-Tech By-Product Metals – the Cases of Gallium, Germanium and Indium. Resour. Policy 52, 327–335. doi:10.1016/j.resourpol.2017.04.008
 Frery, E., Langhi, L., Maison, M., and Moretti, I. (2021). Natural Hydrogen Seeps Identified in the North Perth Basin, Western Australia. Int. J. Hydro. Energy 46, 31158–31173. doi:10.1016/j.ijhydene.2021.07.023
 Fridleifsson, I. B., Bertani, R., Huenges, W., Lund, J. W., Ragnarsson, A., and Rybach, L. (2008). “The Possible Role and Contribution of Geothermal Energy to the Mitigation of Climate Change,” in IPCC Scoping Meeting on Renewable Energy Sources ed . Editors O. Hohmeyer, and T. Trittin (Germany: Luebeck), 59–80. 
 Fthenakis, V. M., and Kim, H. C. (2007). Greenhouse-gas Emissions from Solar Electric-And Nuclear Power: A Life-Cycle Study. Energy Policy 35, 2549–2557. doi:10.1016/j.enpol.2006.06.022
 Gardiner, N. J., Sykes, J. P., Trench, A., and Robb, L. J. (2015). Tin Mining in Myanmar: Production and Potential. Resour. Policy 46, 219–233. doi:10.1016/j.resourpol.2015.10.002
 Gerbens-Leenes, W., Hoekstra, A. Y., and Van Der Meer, T. H. (2009). The Water Footprint of Bioenergy. Proc. Natl. Acad. Sci. U. S. A. 106, 10219–10223. doi:10.1073/pnas.0812619106
 Gill, J. C., and Smith, M. (2021). Geosciences and the Sustainable Development Goals. London: Springer Nature. 
 GLOBAL CCS INSTITUTE (2022). Global Status of CCS 2022, Melbourne: Global CCS Institute. 
 Gluyas, J. G., Adams, C. A., Busby, J. P., Craig, J., Hirst, C., Manning, D. A. C., et al. (2018). Keeping Warm: a Review of Deep Geothermal Potential of the UK. Proc. Instit. Mech. Eng. Part A J. Power energy 232, 115–126. doi:10.1177/0957650917749693
 Goldfarb, R. J., and Groves, D. I. (2015). Orogenic Gold: Common or Evolving Fluid and Metal Sources through Time. Lithos 233, 2–26. doi:10.1016/j.lithos.2015.07.011
 Gough, C., and Mander, S. (2019). Beyond Social Acceptability: Applying Lessons from CCS Social Science to Support Deployment of BECCS. Curr. Sustainable. Renewable Energy Rep. 6, 116–123. doi:10.1007/s40518-019-00137-0
 Graedel, T. E., Allwood, J., Birat, J. P., Buchert, M., Hagelüken, C., Reck, B. K., et al. (2011). What Do We Know about Metal Recycling Rates?J. Indust. Ecol. 15, 355–366. doi:10.1111/j.1530-9290.2011.00342.x
 Hammarstrom, J. M. (2022). Porphyry Copper: Revisiting Mineral Resource Assessment Predictions for the Andes. Minerals 12, 856. doi:10.3390/min12070856
 Hashemi, L., Glerum, W., Farajzadeh, R., and Hajibeygi, H. (2021). Contact Angle Measurement for Hydrogen/brine/sandstone System Using Captive-Bubble Method Relevant for Underground Hydrogen Storage. Adv. Water Resour. 154, 103964. doi:10.1016/j.advwatres.2021.103964
 Hayes, S. M., and Mccullough, E. A. (2018). Critical Minerals: A Review of Elemental Trends in Comprehensive Criticality Studies. Resour. Policy 59, 192–199. doi:10.1016/j.resourpol.2018.06.015
 He, C., Liu, Z., Wu, J., Pan, X., Fang, Z., Li, J., et al. (2021a). Future Global Urban Water Scarcity and Potential Solutions. Nat. Commun. 12, 4667. doi:10.1038/s41467-021-25026-3
 He, W., Dooner, M., King, M., Li, D., Guo, S., and Wang, J. (2021b). Techno-economic Analysis of Bulk-Scale Compressed Air Energy Storage in Power System Decarbonisation. Appl. Energy 282, 116097. doi:10.1016/j.apenergy.2020.116097
 Heinemann, N., Alcalde, J., Johnson, G., Roberts, J. J., Mccay, A. T., and Booth, M. G. (2019). Low-carbon GeoEnergy Resource Options in the Midland Valley of Scotland, UK. Scott. J. Geol. 55, 93–106. doi:10.1144/sjg2019-007
 Heinemann, N., Alcalde, J., Miocic, J. M., Hangx, S. J. T., Kallmeyer, J., Ostertag-Henning, C., et al. (2021). Enabling Large-Scale Hydrogen Storage in Porous Media – the Scientific Challenges. Energy Environ. Sci. 14, 853–864. doi:10.1039/d0ee03536j
 Hellweg, S., Pfister, S., Cabernard, L., Droz-Georget, H., Froemelt, A., Haupt, M., et al. (2020). “Environmental Impacts of Natural Resource Use,” in Global Resources Outlook 2019 ( United Nations).
 Hencher, S. R. (2019). The Glendoe Tunnel Collapse in Scotland. Rock Mech. Rock Eng. 52, 4033–4055. doi:10.1007/s00603-019-01812-w
 Herrington, R. (2021). Mining Our Green Future. Nat. Rev. Mater. 6, 456–458. doi:10.1038/s41578-021-00325-9
 Hund, K., La Porta, D., Fabregas, T. P., Laing, T., and Drexhage, J. (2020). Minerals for Climate Action: The Mineral Intensity of the Clean Energy Transition. Washington, DC: World Bank. 
 Hunt, J. D., Zakeri, B., Jurasz, J., Tong, W., Dąbek, P. B., Brandão, R., et al. (2023). Underground Gravity Energy Storage: A Solution for Long-Term Energy Storage. Energies 16, 825. doi:10.3390/en16020825
 Idoine, N. E., Raycraft, E. R., Shaw, R. A., Hobbs, S. F., Deady, E. A., Everett, P., et al. (2022). World Mineral Production 2016-20. Keyworth, Nottingham: British Geological Survey. 
 IEA (2016). World Energy Outlook. Paris: International Energy Authority. 
 IEA (2017). World Energy Outlook. Paris: International Energy Authority .
 IEA (2021a). Driving Down Methane Leaks from the Oil and Gas Industry. Paris: International Energy Authority. 
 IEA (2021b). Hydropower Market Report. Paris: International Energy Authority. 
 IEA (2021c). Net Zero by 2050 - A Roadmap for the Global Energy Sector. Paris: International Energy Authority. 
 IEA (2021d). Renewables. Paris: International Energy Authority. 
 IEA (2022a). Global Methane Tracker. Paris: International Energy Authority. 
 IEA (2022b). Methane Emissions from Oil and Gas Operations. Paris: International Energy Authority. 
 IEA (2022c). World Energy Outlook. Paris: International Energy Authority. 
 IEA (2022d). CO2 emissions in 2022. Paris: International Energy Authority. Available at: https://www.iea.org/reports/co2-emissions-in-2022 (Accessed June 29, 2023). 
 IPCC (2018). Summary for Policymakers of the Special Report on the Global Warming of 1.5C. Available from: https://www.ipcc.ch/2018/10/08/summary-for-policymakers-of-ipcc-special-report-on-global-warming-of-1-5c-approved-by-governments/ (Accessed June, 2023). 
 IPCC (2021). “Climate Change 2021: The Physical Science Basis,”. Editors V. Masson-Delmotte, G. M. Flato, and N. Yassa ( Cambridge University Press). 
 IPCC (2023). AR6 Synthesis Report: Climate Change 2023. In: The IPCC finalized the Synthesis Report for the Sixth Assessment Report during the Panel's 58th Session;  (13 - 19 March 2023); Interlaken, Switzerland. 
 Jenkins, S., Mitchell-Larson, E., Ives, M. C., Haszeldine, S., and Allen, M. (2021). Upstream Decarbonization through a Carbon Takeback Obligation: An Affordable Backstop Climate Policy. Joule 5, 2777–2796. doi:10.1016/j.joule.2021.10.012
 Jowitt, S. M., and Mcnulty, B. A. (2021). Battery and Energy Metals: Future Drivers of the Minerals Industry?Seg. Discov. 127, 11–18. doi:10.5382/2021-127.fea-01
 Jowitt, S. M. (2022). “Minerals for Future Low- and zero-CO2 Energy and Transport Technologies,” in Routledge Handbook of the Extractive Industries and Sustainable Development ed . Editors N. Yakovleva, and E. Nickless (London: Elsevier).
 Kabuth, A., Dahmke, A., Beyer, C., Bilke, L., Dethlefsen, F., Dietrich, P., et al. (2016). Energy Storage in the Geological Subsurface: Dimensioning, Risk Analysis and Spatial Planning: the ANGUS+ Project. Environ. Earth Sci. 76, 23. doi:10.1007/s12665-016-6319-5
 Kaya, E., Zarrouk, S. J., and O’Sullivan, M. J. (2011). Reinjection in Geothermal Fields: A Review of Worldwide Experience. Renew. Sustain. Energy Rev. 15, 47–68. doi:10.1016/j.rser.2010.07.032
 Kim, J. S., Kwon, S. K., Sanchez, M., and Cho, G. C. (2011). Geological Storage of High Level Nuclear Waste. KSCE J. Civ. Eng. 15, 721–737. doi:10.1007/s12205-011-0012-8
 King, M., Jain, A., Bhakar, R., Mathur, J., and Wang, J. (2021). Overview of Current Compressed Air Energy Storage Projects and Analysis of the Potential Underground Storage Capacity in India and the UK. Renew. Sustain. Energy Rev. 139, 110705. doi:10.1016/j.rser.2021.110705
 Knipe, R., Gardiner, N. J., Clarke, R., Gordon, S., Haszeldine, S., Johnson, G., et al. (2022). The Energy Transition: A Systems Approach. Geoscientist 2022, 44–45. Winter. 
 Krevor, S., De Coninck, H., Gasda, S., Ghaleigh, N., De Gooyert, V., Hajibeygi, H., et al. (2022). Subsurface Carbon Dioxide and Hydrogen Storage for a Sustainable Energy Future. Nat. Rev. Earth Environ. 4, 102–118. in press. doi:10.1038/s43017-022-00376-8
 Leiss, W., and Larkin, P. (2019). Risk Communication and Public Engagement in CCS Projects: the Foundations of Public Acceptability. Int. J. Risk Assess. Manag. 22, 384–403. doi:10.1504/ijram.2019.103339
 Lenzen, M. (2008). Life Cycle Energy and Greenhouse Gas Emissions of Nuclear Energy: A Review. Energy Convers. Manag. 49, 2178–2199. doi:10.1016/j.enconman.2008.01.033
 Lohrmann, A., Child, M., and Breyer, C. (2021). Assessment of the Water Footprint for the European Power Sector during the Transition towards a 100% Renewable Energy System. Energy 233, 121098. doi:10.1016/j.energy.2021.121098
 Lowell, R. P., Kolandaivelu, K., and Rona, P. A. (2014). “Hydrothermal Activity,” in Reference Module in Earth Systems and Environmental Sciences (Amsterdam: Elsevier). 
 Lund, H., Østergaard, P. A., Connolly, D., Ridjan, I., Mathiesen, B. V., Hvelplund, F., et al. (2016). Energy Storage and Smart Energy Systems. Int. J. Sustain. Energy Plan. Manag. 11, 3–14. doi:10.5278/ijsepm.2016.11.2
 Lusty, P. A. J., Shaw, R. A., Gunn, A. G., and Idoine, N. E. (2021). UK Criticality Assessment of Technology Critical Minerals and Metals. . British Geological Survey Commissioned Report, CR/21/120 (Keyworth), 76. 
 Macfarlane, A. M., and Miller, M. (2007). Nuclear Energy and Uranium Resources. Elements 3, 185–192. doi:10.2113/gselements.3.3.185
 Maliva, R. G., Guo, W., and Missimer, T. (2007). Vertical Migration of Municipal Wastewater in Deep Injection Well Systems, South Florida, USA. Hydrogeol. J. 15, 1387–1396. doi:10.1007/s10040-007-0183-z
 Mallants, D., Travis, K., Chapman, N., Brady, P. V., and Griffiths, H. (2020). The State of the Science and Technology in Deep Borehole Disposal of Nuclear Waste. Energies 13, 833. doi:10.3390/en13040833
 Martin-Roberts, E., Scott, V., Flude, S., Johnson, G., Haszeldine, R. S., and Gilifillan, S. (2021). Carbon Capture and Storage at the End of a Lost Decade. One Earth 4, 1569–1584. doi:10.1016/j.oneear.2021.10.002
 Mccay, A., Feliks, M. E. J., and Roberts, J. (2019). Life Cycle Assessment of the Carbon Intensity of Deep Geothermal Heat Systems: a Case Study from Scotland. Sci. Total Environ. 685, 208–219. doi:10.1016/j.scitotenv.2019.05.311
 Mccuaig, T. C., and Hronsky, J. M. A. (2014). The Mineral System Concept: The Key to Exploration Targeting. Econ. Geol. Spec. Publ. 18, 153–175. 
 Mcmahon, C. J., Roberts, J., Johnson, G., Edlmann, K., Flude, S., and Shipton, Z. K. (2022). Natural Hydrogen Seeps as Analogues to Inform Monitoring of Engineered Geological Hydrogen Storage. In: Enabling Secure Subsurface Storage in Future Energy Systems (London: Geological Society, Special Publications). 
 Meißne, S. (2021). The Impact of Metal Mining on Global Water Stress and Regional Carrying Capacities—A GIS-Based Water Impact Assessment. Resour. Policy 10, 120. doi:10.3390/resources10120120
 Miller, K. A., Thompson, K. F., Johnston, P., and Santillo, D. (2018). An Overview of Seabed Mining Including the Current State of Development, Environmental Impacts, and Knowledge Gaps. Front. Mar. Sci. 418. doi:10.3389/fmars.2017.00418
 Milman, A., and Macdonald, A. (2020). Focus on Interactions between Science-Policy in Groundwater Systems. Environ. Res. Lett. 15, 090201. doi:10.1088/1748-9326/aba100
 Miocic, J., Heinemann, N., Edlmann, K., Scafidi, J., Molaei, F., and Alcalde, J. (2022). Underground Hydrogen Storage: a Review,” in Enabling Secure Subsurface Storage in Future Energy Systems (London: Geological Society, Special Publications). 
 Mouli-Castillo, J., Wilkinson, M., Mignard, D., Mcdermott, C. I., Haszeldine, S., and Shipton, Z. K. (2019). Inter-seasonal Compressed-Air Energy Storage Using Saline Aquifers. Nat. Energy 4, 131–139. doi:10.1038/s41560-018-0311-0
 Mudd, G. M. (2010). The Environmental Sustainability of Mining in Australia: Key Mega-Trends and Looming Constraints. Resour. Policy 35, 98–115. doi:10.1016/j.resourpol.2009.12.001
 Nassar, N. T., Graedel, T. E., and Harper, E. M. (2015). By-product Metals Are Technologically Essential but Have Problematic Supply. Sci. Adv. 1, e1400180. doi:10.1126/sciadv.1400180
 Northey, S. A., Mudd, G. M., Werner, T. T., Jowitt, S. M., Haque, N., Yellishetty, M., et al. (2017). The Exposure of Global Base Metal Resources to Water Criticality, Scarcity and Climate Change. Glob. Environ. Change 44, 109–124. doi:10.1016/j.gloenvcha.2017.04.004
 NRC (1957). The Disposal of Radioactive Waste on Land. Washington DC: National Academies Press, National Research Council. 
 Nuttall, W. J. (2022). Nuclear Renaissance: Technologies and Policies for the Future of Nuclear Power. Boca Raton: CRC Press. 
 Ocko, I. B., and Hamburg, S. P. (2022). Climate Consequences of Hydrogen Emissions. Atmos. Chem. Phys. 22, 9349–9368. doi:10.5194/acp-22-9349-2022
 Ojovan, M. I., and Steinmetz, H. J. (2022). Approaches to Disposal of Nuclear Waste. Energies 15, 7804. doi:10.3390/en15207804
 Pan, L., Oldenburg, C. M., Freifeld, B. M., and Jordan, P. D. (2018). Modeling the Aliso Canyon Underground Gas Storage Well Blowout and Kill Operations Using the Coupled Well-Reservoir Simulator T2Well. J. Petroleum Sci. Eng. 161, 158–174. doi:10.1016/j.petrol.2017.11.066
 Paulillo, A., Dodds, J. M., Milliken, A., Palethorpe, S. J., and Lettieri, P. (2020). The Environmental Impacts of Reprocessing Used Nuclear Fuels: A UK Case Study. Sustain. Mater. Technol. 25, e00186. doi:10.1016/j.susmat.2020.e00186
 Paulillo, A., Pucciarelli, M., Palethorpe, S. J., Banford, A., Spencer, J., and Lettieri, P. (2022). “The Environmental Benefits of Circular Economy Strategies in the Nuclear Industry: A Life Cycle Assessment Study,” in WasteLCA_3: Life Cycle Sustainability Assessment For Waste Management And Resource Optimization;  (June 5-10, 2022); Calabria, Italy (Italy: Umberto Arena, University of Campania “Luigi Vanvitelli”). 
 Pomponi, F., and Hart, J. (2021). The Greenhouse Gas Emissions of Nuclear Energy–Life Cycle Assessment of a European Pressurised Reactor. Appl. Energy 290, 116743. doi:10.1016/j.apenergy.2021.116743
 Power, I. M., Dipple, G. M., Bradshaw, P. M., and Harrison, A. L. (2020). Prospects for CO2 Mineralization and Enhanced Weathering of Ultramafic Mine Tailings from the Baptiste Nickel Deposit in British Columbia, Canada. Int. J. Greenh. Gas Control 94, 102895. doi:10.1016/j.ijggc.2019.102895
 Power, I. M., Paulo, C., Long, H., Lockhart, J. A., Stubbs, A. R., French, D., et al. (2021). Carbonation, Cementation, and Stabilization of Ultramafic Mine Tailings. Environ. Sci. Technol. 55, 10056–10066. doi:10.1021/acs.est.1c01570
 Provis, E. L. (2019). Pumped-hydro in Bendigo: Room for Wider Reform?Electr. J. 32, 106634. doi:10.1016/j.tej.2019.106634
 Reck, B. K., and Graedel, T. E. (2012). Challenges in Metal Recycling. Science 337, 690–695. doi:10.1126/science.1217501
 Redlinger, M., and Eggert, R. (2016). Volatility of By-Product Metal and Mineral Prices. Resour. Policy 47, 69–77. doi:10.1016/j.resourpol.2015.12.002
 Richards, H. G., and Portolano, P. (2022). Geological Net Zero" (Geological Carbon Neutrality) -How Could We Get There?Available: https://www.researchgate.net/publication/358248129_Geological_Net_Zero_Geological_Carbon_Neutrality_-How_could_we_get_there (Accessed June, 2023). 
 Rieckmann, M. (2018). “Learning to Transform the World: Key Competencies in Education for Sustainable Development,” in Issues and Trends in Education for Sustainable Development ed . Editors A. Leicht, J. Heiss, and W. J. Byun (Paris: UNESCO). 
 Ringrose, P. (2020). How to Store C02 Underground: Insights Form Early-Mover CCs Projects. Cham: Springer. 
 Ritchie, H., Roser, M., and Rosado, P. (2020). CO2 and Greenhouse Gas Emissions. Our World in Data. Available: https://ourworldindata.org/co2-and-greenhouse-gas-emissions (Accessed June, 2023). 
 Roberts, J. J., and Lacchia, A. (2019). Resourcing a Sustainable Future. Geoscientist 29 (6), 24–25. doi:10.1144/geosci2019-046
 Roberts, J. J., and Stalker, L. (2020). What Have We Learnt from C02 Release Field Experiments and what Are the Gaps for the Future. Earth Sci. Rev. 209, 102939. doi:10.1016/j.earscirev.2019.102939
 Roberts, J. J., Gooding, L., Ford, R., and Dickie, J. (2023). Moving from “Doing to” to “Doing with”: Community Participation in Geoenergy Solutions for Net Zero—The Case of Minewater Geothermal. Earth Sci. Syst. Soc. 3. doi:10.3389/esss.2023.10071
 Rosa, L., Sanchez, D. L., Realmonte, G., Baldocchi, D., and D'Odorico, P. (2021). The Water Footprint of Carbon Capture and Storage Technologies. Renew. Sustain. Energy Rev. 138, 110511. doi:10.1016/j.rser.2020.110511
 Ruhrberg, M. (2006). Assessing the Recycling Efficiency of Copper from End-Of-Life Products in Western Europe. Resour. Conserv. Recycl. 48, 141–165. doi:10.1016/j.resconrec.2006.01.003
 Schipper, B. W., Lin, H.-C., Meloni, M. A., Wansleeben, K., Heijungs, R., and Van Der Voet, E. (2018). Estimating Global Copper Demand until 2100 with Regression and Stock Dynamics. Resouces, Conservation Recycl. 132, 28–36. doi:10.1016/j.resconrec.2018.01.004
 Schodde, R. (2014). The Global Shift to Undercover Exploration. Keystone, Colorado: Society of Economic Geologists. 
 Singer, D. A. (2017). Future Copper Resources. Ore Geol. Rev. 86, 271–279. doi:10.1016/j.oregeorev.2017.02.022
 Slamersak, A., Kallis, G., and O’Neill, D. W. (2022). Energy Requirements and Carbon Emissions for a Low-Carbon Energy Transition. Nat. Commun. 13, 6932. doi:10.1038/s41467-022-33976-5
 Smil, V. (2016). Examining Energy Transitions: A Dozen Insights Based on Performance. Energy Res. Soc. Sci. 22, 194–197. doi:10.1016/j.erss.2016.08.017
 Smith, D. J., and Wentworth, J. (2022). Mining and the Sustainability of Metals. London: Parliamentary Office of Science and Technology, UK Parliament. 
 Snæbjörnsdóttir, S. Ó., Sigfússon, B., Marieni, C., Goldberg, D., Gislason, S. R., and Oelkers, E. H. (2020). Carbon Dioxide Storage through Mineral Carbonation. Nat. Rev. Earth Environ. 1, 90–102. doi:10.1038/s43017-019-0011-8
 Sonter, L. J., Ali, S. H., and Watson, J. E. M. (2018). Mining and Biodiversity: Key Issues and Research Needs in Conservation Science. Proc. R. Soc. B 285, 20181926. doi:10.1098/rspb.2018.1926
 Sonter, L. J., Dade, M. C., Watson, J. E. M., and Valenta, R. K. (2020). Renewable Energy Production Will Exacerbate Mining Threats to Biodiversity. Nat. Commun. 11, 4174. doi:10.1038/s41467-020-17928-5
 Sovacool, B. K. (2016). How Long Will it Take? Conceptualizing the Temporal Dynamics of Energy Transitions. Energy Res. Soc. Sci. 13, 202–215. doi:10.1016/j.erss.2015.12.020
 Speirs, J., Dubey, L., Balcombe, P., Tariq, N., Brandon, N., and Hawkes, A. (2021). The Best Uses of Natural Gas within Paris Climate Targets. London: Imperial College London. 
 Stephenson, M. (2018). Energy and Climate Change. An Introduction to Geological Controls, Interventions and Mitigations. Amsterdam: Elsevier. 
 Stillings, M., Shipton, Z. K., and Lunn, R. J. (2023). Mechanochemical Processing of Silicate Rocks to Trap CO2. Nat. Sustain. doi:10.1038/s41893-023-01083-y
 Sykes, J. P., Wright, J. P., Trench, A., and Miller, P. (2016). An Assessment of the Potential for Transformational Market Growth Amongst the Critical Metals. Appl. Earth Sci. 125, 21–56. doi:10.1080/03717453.2015.1104055
 Tarkowski, R., Uliasz-Misiak, B., and Tarkowski, P. (2021). Storage of Hydrogen, Natural Gas, and Carbon Dioxide – Geological and Legal Conditions. Int. J. Hydro. Energy 46, 20010–20022. doi:10.1016/j.ijhydene.2021.03.131
 Tomasini-Montenegro, C., Santoyo-Castelazo, E., Gujba, H., Romero, R. J., and Santoyo, E. (2017). Life Cycle Assessment of Geothermal Power Generation Technologies: An Updated Review. Appl. Therm. Eng. 114, 1119–1136. doi:10.1016/j.applthermaleng.2016.10.074
 Tondel, M., and Lindahl, L. (2019). Intergenerational Ethical Issues and Communication Related to High-Level Nuclear Waste Repositories. Curr. Environ. Health Rep. 6, 338–343. doi:10.1007/s40572-019-00257-1
 Trupp, M., Ryan, S., Mendoza, I. B., Leon, D., and Scoby-Smith, L. (2021). “Developing the World’s Largest CO2 Injection System – a History of the Gorgon Carbon Dioxide Injection System,” in Proceedings of the 15th Greenhouse Gas Control Technologies Conference;  (15-18 March 2021); Abu Dhabi, UAE. 
 UK GOVERNMENT (2021). Net Zero Strategy: Build Back Greener. Available from: https://www.gov.uk/government/publications/net-zero-strategy (Accessed June, 2023). 
 UNECE (2021a). Life Cycle Assessment of Electricity Generation Options, Geneva, Switzerland: United Nations Economic Commission for Europe. 
 UNECE (2021b). Transforming Extractive Industries for Sustainable Development, Geneva, Switzerland: United Nations Economic Commission for Europe. 
 UNITED NATIONS (2015). Transforming Our World: The 2030 Agenda for Sustainable Development, New York, NY: United Nations. 
 US GEOLOGICAL SURVEY (2021). Mineral Commodity Summaries (1997–2021), Reston, Virginia: United States Geological Survey. 
 Vaughan, N. E., Gough, C., Mander, S., Littleton, E. W., Welfle, A., Gernaat, D. E. H. J., et al. (2018). Evaluating the Use of Biomass Energy with Carbon Capture and Storage in Low Emission Scenarios. Environ. Res. Lett. 13, 044014. doi:10.1088/1748-9326/aaaa02
 Wall, F., and Pell, R. (2020). “Responsible Sourcing of Rare Earths: Exploration-Stage Intervention Including Life-Cycle Assessment. Handbook on the Physics and Chemistry of Rare Earths 58, 155-194. doi:10.1016/bs.hpcre.2020.10.001
 Walls, D. B., Banks, D., Boyce, A. J., and Burnside, N. M. (2021). A Review of the Performance of Minewater Heating and Cooling Systems. Energies 14, 6215. doi:10.3390/en14196215
 Watari, T., Nansai, K., and Nakajima, K. (2020). Review of Critical Metal Dynamics to 2050 for 48 Elements. Resouces, Conserv. Recycl. 155, 104669. doi:10.1016/j.resconrec.2019.104669
 Wilson, S. A., Dipple, G. M., Power, I. M., Barker, S. L. L., Fallon, S. J., and Southam, G. (2011). Subarctic Weathering of Mineral Wastes Provides a Sink for Atmospheric CO2. Environ. Sci. Technol. 45, 7727–7736. doi:10.1021/es202112y
 WORLD BANK (2020). Minerals for Climate Action: The Mineral Intensity of the Clean Energy Transition, Washington, DC: International Finance Corporation. 
 Yeo, I. W., Brown, M. R. M., Ge, S., and Lee, K. K. (2020). Causal Mechanism of Injection-Induced Earthquakes through the Mw 5.5 Pohang Earthquake Case Study. Nat. Commun. 11, 2614. doi:10.1038/s41467-020-16408-0
 Zakeri, B., and Syri, S. (2015). Electrical Energy Storage Systems: A Comparative Life Cycle Cost Analysis. Renew. Sustain. Energy Rev. 42, 569–596. doi:10.1016/j.rser.2014.10.011
 Zivar, D., Kumar, S., and Foroozesh, J. (2021). Underground Hydrogen Storage: A Comprehensive Review. Int. J. Hydrogen Energy 46, 23436–23462. doi:10.1016/j.ijhydene.2020.08.138
 Zohuri, B. (2020). “Nuclear Industry Trend toward Small and Micro Nuclear Power Plants,” in Nuclear Micro Reactors (Cham: Springer).
Conflict of Interest: Author SG was employed by the company Satarla.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2023 Gardiner, Roberts, Johnson, Smith, Bond, Knipe, Haszeldine, Gordon and O’Donnell. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		REVIEW
published: 29 November 2021
doi: 10.3389/esss.2021.10042


[image: image2]
Geoscience Solutions for Sustainable Offshore Wind Development
A. P. M. Velenturf1,2, A. R. Emery1†, D. M. Hodgson1*, N. L. M. Barlow1, A. M. Mohtaj Khorasani1, J. Van Alstine1, E. L. Peterson1,3, S. Piazolo1 and M. Thorp1†
1School of Earth and Environment, University of Leeds, Leeds, United Kingdom
2School of Civil Engineering, University of Leeds, Leeds, United Kingdom
3School of Biology, University of Leeds, Leeds, United Kingdom
Edited by:
Jennifer J. Roberts, University of Strathclyde, United Kingdom
Reviewed by:
Jordan Eamer, Geological Survey of Canada, Canada
Mark Coughlan, University College Dublin, Ireland
* Correspondence: D. M. Hodgson, d.hodgson@leeds.ac.uk
†Present Addresses:A. R. Emery, Gavin & Doherty Geosolutions, Edinburgh, United KingdomM. Thorp, M Thorp Geo Consultants, Bradford, United Kingdom
Received: 16 June 2021
Accepted: 14 October 2021
Published: 29 November 2021
Citation: Velenturf APM, Emery AR, Hodgson DM, Barlow NLM, Mohtaj Khorasani AM, Van Alstine J, Peterson EL, Piazolo S and Thorp M (2021) Geoscience Solutions for Sustainable Offshore Wind Development. Earth Sci. Syst. Soc. 1:10042. doi: 10.3389/esss.2021.10042

Low carbon energy infrastructure, such as wind and solar farms, are crucial for reducing greenhouse gas emissions and limiting global temperature rise to 1.5°C. During 2020, 5.2 GW of offshore wind capacity went into operation worldwide, taking the total operational capacity of global offshore wind to 32.5 GW from 162 offshore windfarms, and over 200 GW of new capacity is planned by 2030. To meet net-zero targets, growth of offshore wind generation is expected, which raises new challenges, including integration of offshore wind into the natural environment and the wider energy system, throughout the wind farm lifecycle. This review examines the role of geosciences in addressing these challenges; technical sustainability challenges and opportunities are reviewed, filtered according to global governance priorities, and assessed according to the role that geoscience can play in providing solutions. We find that geoscience solutions play key roles in sustainable offshore wind energy development through two broad themes: 1) windfarm and infrastructure site conditions, and 2) infrastructure for transmission, conversion and energy storage. To conclude, we recommend priorities and approaches that will support geoscience contributions to offshore wind, and ultimately enable sustainable offshore wind development. Recommendations include industry collaboration and systems for effective data sharing and archiving, as well as further research, education and skills.
Keywords: offshore wind energy, sustainability, geo-assets, climate change, whole system, life cycle, seismic stratigraphy, ground models
INTRODUCTION
The deployment of low carbon infrastructure, such as wind and solar farms, are central to the strategy to reduce greenhouse gas emissions with the aim of limiting global temperature rise to 1.5°C above pre-industrial levels (UN, 2015; IPCC, 2018; Jensen et al., 2020). Cost of offshore wind energy has rapidly decreased (Taylor et al., 2020), and the technology has high societal acceptability (Karakosta et al., 2013; Contestabile et al., 2017; Ahsan and Pedersen 2018; Morrissey and Heidkamp 2018). In 2020, a total of 32.5 GW offshore wind was in operation globally, with a further 10.4 GW under construction (World Forum Offshore Wind, 2021). The World Forum Offshore Wind assessed that the United Kingdom holds the largest market with close to 10 GW operational capacity, with China expected to take over the leading position during the 2020s (World Forum Offshore Wind, 2020). By 2050, offshore wind could reach 75–175 GW in the United Kingdom, 450 GW across the EU, and 1,400 GW globally (WindEurope, 2019; Global Wind Energy Council, 2020; Ocean Renewable Energy Action Coalition, 2020).
While offshore wind farms alter the physical and biological environment, with associated positive and negative impacts (Soukissian et al., 2017) [deemed comparatively minor relative to other energy technologies (Stamford and Azapagic, 2012)], the rapidly growing offshore wind market raises significant challenges for sustainable development (Velenturf, 2020). To address sustainability challenges, offshore wind experts point to the need for whole-system design, and turning offshore wind farms into multi-functional structures (e.g., Contestabile et al., 2017; Soukissian et al., 2017). For example, integrated solutions could combine different types of renewable energy infrastructure with secondary users, including nature conservation. Whole system assessments rely on the ability to measure economic, societal and environmental costs and benefits. To do this, there is a need for data to assess the effects of offshore wind on hydrodynamics and biodiversity (e.g., Van Berkel et al., 2020). In addition, the ability to investigate site-specific conditions and adapt the design, (de)construction and operations of offshore wind farms accordingly (e.g., Nielsen and Sørensen, 2011; Martin et al., 2016; Shankar Verma et al., 2021), across the lifecycle of a site, including considering decommissioning/repowering governance and solutions, is required (Jensen et al., 2020).
Accessing local wind power expertise and skills can increase regional benefits and societal acceptability, but the offshore wind sector often struggles to meet local supply chain content–and consequently local job targets (e.g., Allan et al., 2020). The sector has highlighted the potential to retrain skilled workers from the oil and gas industry (e.g., Arcelay et al., 2021), a sector that is expected to decline, but with workers who have skills and experience needed for low carbon applications (Hastings and Smith, 2020). Moreover, repurposing of oil and gas infrastructure for offshore wind could facilitate green hydrogen, another sector which could offer low carbon jobs for oil and gas workers, and which is anticipated to support offshore wind development by helping to ease key bottlenecks to deployment (Spyroudi et al., 2020; Quirk et al., 2021).
The ambitions to grow offshore wind requires tremendous steps forward in engineering capabilities in order to increase the scale of deployment. Here, we aim to make a unique contribution by joining up sustainability challenges and opportunities for offshore wind with geoscience-led solutions across the lifecycle of developments. In particular, we identify four integration challenges that require input from the geosciences, and geoscientists, to be solved (see Prioritising Technical Offshore Wind Challenges and Opportunities Section). Therefore, we start by reviewing the technical challenges in offshore wind and we prioritise these based on global governance targets. We assess the potential of the geosciences in addressing these challenges and recommend priorities and approaches that would support geoscience contributions to offshore wind and, ultimately, enable sustainable offshore wind development. Furthermore, we emphasise the need for education and skills development in collaboration with industry in which the development of systems for effective data archiving and sharing play a key role.
PRIORITISING TECHNICAL OFFSHORE WIND CHALLENGES AND OPPORTUNITIES
Overview of Technical Challenges and Opportunities
Offshore windfarm sites, whether evaluated, under development, or fully operational, cover large areas of many continental shelves, such as the North Sea (Figure 1). The sustainable growth of the offshore wind sector faces a broad range of environmental, societal, economic and technical challenges and opportunities (Velenturf, 2020). The technical challenges and opportunities can be grouped under four categories in terms of integration: 1) the natural environment, 2) other users of the marine space, 3) the energy system, and 4) the lifecycle of offshore wind farms (Figure 2). We consider each category in turn.
[image: Figure 1]FIGURE 1 | Operational and planned offshore windfarms on the NW European continental shelf. The large areas these farms cover is driving the need for multi-functional systems and structures in which different marine uses and users are combined. Bathymetry data source: Global Wind Energy Council, 2020 bathymetry tiles (https://www.gebco.net/data_and_products/gridded_bathymetry_data/). Windfarm shapefile source: EMODnet, accessed 17/02/2021 (https://www.emodnet-humanactivities.eu/search-results.php?dataname=Wind+Farms+%28Polygons%29). Topography data source: EU-DEM (https://www.eea.europa.eu/data-and-maps/data/eu-dem). Colour map used “grayC” from Crameri (2021).
[image: Figure 2]FIGURE 2 | Technical challenges and opportunities to integrate offshore wind into the environment (2.1.1), with other users of marine space (2.1.2), the wider energy system (2.1.3) and throughout the wind farm lifecycle (2.1.4).
Integration into the Natural Environment
Integration of wind farms into the natural environment requires the identification of sites with amenable conditions for wind power generation to access the underexploited global wind resource, which is estimated at a potential 39 TW (Shaker and Patton, 2014; Drunsic et al., 2016; Soukissian et al., 2017). Locations for new wind farms are likely to be further away from the coastline where more wind resource is available (Brink, 2017; Ahsan and Pedersen, 2018), and generally has the advantage of less wind turbulence. An understanding of the site-specific conditions for each offshore wind farm has to be developed to optimise design, (de)construction, and low-risk and cost-effective operation and maintenance (O&M) (Nielsen and Sørensen, 2011). Developing this understanding can be challenging due to sites being dynamic and possibly environmentally sensitive (Jenner et al., 2002; Brink, 2017; Topham and McMillan, 2017, Morrissey and Heidkamp, 2018).
Integration with Other Users of the Marine Space
A recognized advantage of offshore wind is that it helps to reduce pressure on land resource, but infrastructure developments have taken on such a scale (Figure 1) that conflicts with other users of the marine space (such as fishing, transport, military defence systems, recreation, cultural heritage, and nature conservation) have emerged (Azzellino et al., 2013; Soukissian et al., 2017). In response, there is a growing call to move from single sector planning to integrated maritime planning approaches, known as Maritime Spatial Planning (MSP). An EU Directive defines MSP as “a process by which the relevant Member State’s authorities analyse and organise human activities in marine areas to achieve ecological, economic and societal objectives”. MSP aims to work as an integrative process to cope with the increasing for maritime space demand from traditional and emerging sectors while preserving the proper functioning of the marine ecosystems. These challenges open new opportunities for the development of multi-functional systems and structures in which different marine uses (and users) are combined to create synergies rather than trade-offs (e.g., Wever et al., 2015; Contestabile et al., 2017).
Integrating Offshore Wind into the Energy System
Intermittency and integration of offshore wind power into the energy system are well-known issues (e.g., Rohrig and Lange, 2008; Karakosta et al., 2013), for example, in the provision of low carbon cooling and heating solutions. In part, the intermittent electricity supply can be balanced by commissioning more energy storage capacity, possibly aided by fast-moving development in battery technology for electric vehicles (Soukissian et al., 2017) and utilization of geo-asset storage capacity. Geo-assets are defined here as legacy or new geological infrastructure with the potential to be (re)deployed for energy or carbon storage. Legacy geo-assets include abandoned mine shafts and decommissioned oil and gas fields, and new geo-assets include saline aquifers suitable for hydrogen storage or CO2 disposal. Geo-assets suitable for energy storage could be used to introduce greater flexibility for the integration of offshore wind into the energy system. Greater flexibility will increase the efficiency of the whole energy system, which remains a concern for wind energy development (Contestabile et al., 2017).
Integrated Whole Windfarm Lifecycle Perspective
The efficiency of individual turbines and windfarm arrays can be optimised further throughout the whole offshore wind lifecycle, which can help to reduce costs from the design phase through to construction, O&M and decommissioning at end of use. The increasing scale of offshore wind infrastructure brings advantages in terms of greater economies of scale and reduced costs, but it also causes new challenges, such as the increasing complexity of construction projects (Simani, 2015; Brink, 2017). To date, the offshore wind sector has focussed more on project development and commissioning and less on decommissioning and repowering. The limited attention for end of use processes from project outset makes decommissioning operations more difficult at the end (Topham and McMillan 2017; Jensen et al., 2020).
Global Governance Priorities for Energy Systems
Global governance of energy systems is mainly led by the UN Sustainable Development Goals (SDGs) (UN, 2015) and the UN Framework Convention on Climate Change, supported and influenced by organisations in the wider UN family and others such as the Intergovernmental Panel on Climate Change (IPCC), World Bank and World Health Organisation. The International Renewable Energy Agency (IRENA) and International Energy Agency (IEA) translate ambitions into more detailed and action-oriented measures, which are developed further and implemented by national governments.
Taking a lifecycle approach to offshore wind farms is essential to strengthen the sustainability potential and secure long-term clean energy provision responding to several SDGs. First and foremost, geoscience solutions are critical in maximising the contribution that offshore wind can make to SDG 7, “Ensure access to affordable, reliable, sustainable and modern energy for all”, while responding to SDG 13, “Take urgent action to combat climate change and its impacts”, given that “Climate change is one of the greatest challenges of our time and its adverse impacts undermine the ability of all countries to achieve sustainable development”. SDG 7 emphasises the importance of ensuring universal access to affordable, reliable and modern energy services, which can be provided by offshore wind.
In addition, system integration for energy storage helps to achieve SDG target 13.2, “Integrate climate change measures into national policies, strategies and planning”. Trade-offs must be managed to prevent adverse unintended consequences at different scales. There is a risk in SDG 14, “Conserve and sustainably use the oceans, seas and marine resources for sustainable development”, from the disturbance and pollution during construction of offshore infrastructure. This must be mitigated by avoiding any measures that limit the success of target 14.2, “By 2020, sustainably manage and protect marine and coastal ecosystems to avoid significant adverse impacts, including by strengthening their resilience, and take action for their restoration in order to achieve healthy and productive oceans”, and target 6.6, “By 2020, protect and restore water-related ecosystems, including mountains, forests, wetlands, rivers, aquifers and lakes” which is particularly important given the freshwater (and terrestrial) ecotoxicity risks associated with the mining and processing of the materials for wind turbine manufacturing. Nevertheless, using marine space to generate low carbon energy can alleviate pressure on land and support SDG 15, “Protect, restore and promote sustainable use of terrestrial ecosystems, sustainably manage forests, combat desertification, and halt and reverse land degradation and halt biodiversity loss”.
Using geo-assets for energy storage will help to unlock the full potential of offshore wind to contribute to target 7.2, “By 2030, increase substantially the share of renewable energy in the global energy mix”. This offers an important building block for SDG 9 to “Build resilient infrastructure, promote inclusive and sustainable industrialization and foster innovation”, which enable industries and residential areas alike to adopt “clean and environmentally sound technologies and industrial processes”. In that regard, SDG 12 to “Ensure sustainable consumption and production patterns” is also important as integrated use of offshore wind and energy storage will reduce demand for the exploitation of materials needed for fuels and batteries (which would otherwise increase risks to SDGs 6, 14, and 15 as discussed above). There is a trade-off, nevertheless, as increasingly affordable renewable energy supply does not motivate reduced consumption as it should in most developed countries and indeed fully deliver on the intentions of target 12c, “Rationalize inefficient fossil-fuel subsidies that encourage wasteful consumption”, and not simply replacing them with an alternative unsustainable practice that would get in the way of ensuring “the lasting protection of the planet and its natural resources”.
There is an urgent need for appropriate attention to be placed on whole system sustainability, otherwise there is a growing risk of displacing climate impacts from fossil fuels to impacts from renewables, such as wind, which require large volumes of metals and other materials (Vidal et al., 2013). The mining and processing of these material is associated with potential destruction of aquatic and terrestrial environments. Embedding circular economy practices in the design, use, and end-of-use of wind energy infrastructure will be essential to improve the sustainability of offshore wind (Velenturf, 2021).
GEOSCIENCE SOLUTIONS
To meet the UN SDGs, it is crucial that the technology-related global governance priorities are addressed by transformation of energy systems. First, to establish a diverse global energy mix by making the most of integrating energy systems and increasing energy solutions and developments that are appropriate to place and scale, thereby supporting affordability, cost effectiveness, limiting price volatility and ensuring energy access. Second, the provision of low carbon cooling and heating is an important part of this energy solution, and forms part of an integrated offshore wind energy system. Third, to continue to reduce energy usage overall through demand reduction and increased production efficiencies. The technology-related global governance priorities for energy systems present a series of challenges and opportunities, which must be addressed, and which may have multiple solutions. Here, we explore how geosciences can contribute to these issues to support growth of sustainable offshore wind (Figure 3; Table 1) including by: 1) estimating wind resource now and in the future; 2) assessing site-specific conditions; 3) constraining ground conditions for wind turbine foundations, and forecasting the provision of anti-scour measures; 4) designing whole energy systems, with greater plant flexibility and system efficiency; 5) increasing grid capacity, connectivity and integration to manage intermittency of offshore wind; and 6) improving energy storage using subsurface geo-assets (e.g., depleted oil and gas reservoirs, salt caverns, coal mines) and batteries.
[image: Figure 3]FIGURE 3 | Example of the many roles of geoscience in integrated offshore wind through the lifetime of a site, from 1) site identification and evaluation, 2) site development, and 3) site repowering and/or decommissioning.
TABLE 1 | Summary of geological characteristics and properties and their consideration during site evaluation, construction, and maintenance.
[image: Table 1]Wind Farm and Infrastructure Site Conditions
Wind Resources and Climate Change Impacts
Estimating wind resource at a potential windfarm site uses empirical data, or modelling approaches, or a combination of both. Observational methods expand relatively short records to longer-term predictions by using correction methods (Barthelmie et al., 2005; Grilli et al., 2010; Lee et al., 2010), or by a measure-correlate-predict approach, where measurements are made over a period and correlated to longer-term climate observations at a reference location or atlas of low-resolution wind climate (e.g., Barthelmie et al., 2005; Standen et al., 2017). Advances in remote data observation, such as Light Detection And Ranging (LiDAR) measurements (Bodini et al., 2019), and satellite observations such as Advanced Scatterometer (ASCAT) remote sensing (Remmers et al., 2019), increase spatial and vertical resolution of observations. These approaches are sufficient for short-term wind resource estimation. However, extrapolation to longer timescales contain uncertainties in accurate projection of wind resource at an appropriate elevation. Modelling approaches, which combine long-term climate corrections to statistical techniques with high spatial and vertical resolution of topography and climate observations, such as the Met Office’s Virtual Met Mast, reduce the spatial and vertical uncertainty in wind climate projection (Standen et al., 2017).
Wind resource estimation over wide areas is applied to maps by calculating the wind power density from modelled wind speeds for individual grid squares (Grilli et al., 2010; Soukissian et al., 2017; Bodini et al., 2019). This allows rapid identification of sites with suitable wind speeds in areas with lowest turbulence. Wind turbulence, which can damage wind turbines, is greatest close to coastlines, and the influence of the coastal topography on wind flow can extend for over 20 km offshore (Barthelmie et al., 2005). Sites with suitable wind resources and minimal turbulence can then be combined with areas assessed for geological and ecological suitability to assess offshore wind site feasibility and siting (Grilli et al., 2010; Peters et al., 2020).
Changing climate presents both opportunities and challenges for offshore wind, altering the global distribution of wind resource and driving inter- and intra-annual variability (Wiser et al., 2011; Collins et al., 2013). Decadal-scale ocean-atmosphere oscillations (e.g., North Atlantic Oscillation, Pacific Decadal Oscillation) can drive changes in wind speed, regionally and globally. These processes have resulted in global mean annual wind speed rising from 3.13 m/s in 2010 to 3.30 m/s in 2017, which has the potential to increase power generation from a typical 2.5 Mw turbine by 17% (Zeng et al., 2019). However, such oscillations can also result in reduced wind speeds. Long-term climate change will have similar consequences, with models underpinned by climate projections suggesting changes in local wind power of ±5–20%, with potentially even greater seasonal variability (e.g., Hueging et al., 2013; Reyers et al., 2015; Tobin et al., 2016). Climate change is set to increase the occurrence of extreme events (Seneviratne et al., 2012; IPCC, 2018), with increases in storm intensity and rising sea levels creating new challenges to the operation and maintenance of offshore wind turbines, and potentially accelerate leading edge erosion (Herring et al., 2019). Advances in computational modelling of future climate provides an opportunity to forecast areas of projected wind energy increase (e.g., Davy et al., 2018; Soares et al., 2019), alongside climate-related hazards, with the potential to prioritise sites for development where the levelized cost of energy (LCOE) may decrease as a result of climate change (Hdidouan and Staffell, 2017).
Site Identification and Investigation
The ideal site for an offshore windfarm maximises wind resources (Grilli et al., 2010; Lee et al., 2010) balanced with a range of societal, technical and environmental factors. Minimising the visual impact can reduce opposition for offshore wind projects (Ho et al., 2018). Considerations also have to be given to reducing the risks of disruption to offshore flight patterns of birds (Dirksen et al., 1998; Fox et al., 2006; Hüppop et al., 2006), and avoiding high mortality rates (Cleasby et al., 2015; Lane et al., 2019). Spatial tracking of bird foraging movements allows identification of flight density and altitude, and planning of offshore wind sites. Sites further from coastlines are optimal, as they minimise wind turbulence caused by topography and coastlines (Barthelmie et al., 1996, 2005), are out of visual range of coastal communities (Ho et al., 2018), and are in areas where foraging bird species, such as the northern gannet, generally fly lower (Cleasby et al., 2015).
For turbines with fixed foundations, maximising distance from coastlines may be limited by suitable water depth and seabed substrate. Before site surveying and new data collection, geological desk studies can provide first-pass site identification and design survey approaches (Coughlan et al., 2020). Regional marine geoscience studies and seabed mapping programmes, acquired as collaboration between government or state agencies and research institutions, lend themselves to site identification and early investigation. The INFOMAR programme in the Republic of Ireland provides, amongst other things, open access bathymetry and sub-bottom profiler data, which can be used to supplement the European Union’s EMODnet products (Guinan et al., 2021). In the United Kingdom, the Marine Data Portal provides access to legacy data from the United Kingdom Continental Shelf. Other examples include mapping the Irish Sea (Mellett et al., 2015), North Sea Basin (Le Bot et al., 2005), offshore Atlantic Canada (Eamer et al., 2021), and the Taiwan Straits (Han et al., 2020), which can support appraisal of prospective areas with accumulations of sediment suitable for foundations. Shallow continental shelves were also historical targets for hydrocarbons exploration, and legacy datasets may be repurposed to enhance understanding of stratigraphic and sedimentary architecture when assessing suitability of offshore wind sites (Fitch et al., 2011; Cotterill et al., 2012; Dove et al., 2016, 2017). Such legacy datasets not only allow for refining regional stratigraphic understanding (Dove et al., 2016), but also allow reuse of knowledge gained during oil and gas infrastructure installation and operation (Sturm, 2017). While the spatial resolution of such datasets are often unsuitable for site-specifc developments, they may be invaluable in first- and second-pass evaluations reducing risk and costs (Table 1).
Specific site investigation survey design depends on the planned scale of turbine and foundation type. Common to all surveys is the need to characterise the seabed-geology of the subsurface for geotechnical properties to form a ground model (Clare et al., 2012; Oh et al., 2018). Geophysical surveys image the seabed and subsurface to allow for geological investigation. Current standards in subsurface geophysical investigation are to acquire a dense two dimensional grid of sub-bottom profiles and single-channel seismic reflection profiles to build a “pseudo-3D” volume (Monrigal et al., 2017). Three dimensional seismic reflection techniques could provide much more complete datasets, with multichannel systems allowing attribute analysis like standard hydrocarbon industry techniques (Vardy et al., 2017). Geological data are acquired based on sediment samples to be tested for geotechnical properties, such as density and shear strength. For example, cyclic lateral loading of monopiles is commonplace once wind farms are in operation, but tests and models of long-term effects are still under development (e.g., Nikitas et al., 2016; Ma et al., 2020). Bhattacharya (2019) provides a comprehensive summary of engineering parameters that are required for various calculations used in site development.
Identified offshore wind sites may have pre-existing construction hazards, both geological and human, which geophysical data can identify. Unexploded ordnance (UXO), shipwrecks, shallow gas and boulder submerged in sediments, need to be identified prior to turbine foundation installation. Multibeam bathymetry data are acquired to identify shipwrecks in high resolution (Majcher et al., 2020), and can be combined with magnetic gradiometer surveys to identify UXOs (Clare et al., 2012; Liingaard et al., 2012). Shallow gas hazards can be identified on sub-bottom and seismic profiles, but the extent of shallow gas can be hard to detect. However, using image analysis and reflection coefficient techniques, phase reversals in the seismic reflections can be identified, even in subtle reflectors (Blackford et al., 2014; Cevatoglu et al., 2015; Vardy et al., 2017). Complicated stratigraphic terminations may also hide or produce false shallow gas hazards through tuning (Barrett et al., 2017). Boulders and large dropstones may be identified through modern two dimensional deep tow sparker and ultra-high-resolution three dimensional seismic reflection surveys (Monrigal et al., 2017), and diffraction imaging of multichannel seismic data (Grasmueck et al., 2012; Wenau et al., 2018).
Subsurface Characterisation for Optimal Foundation Design
Foundation design and installation accounts for 20–30% of overall offshore wind construction costs (Zdravković et al., 2015). Soil (substrate) conditions and water depth are amongst the most important factors influencing overall cost (Zhang et al., 2016). Monopile foundations have been used in 75–80% of offshore wind turbine installations (Zhixin et al., 2009), because they are simple and cheap to install (Lacal-Arántegui et al., 2018). Optimising foundation design based on a detailed understanding of the subsurface geology has the potential to significantly reduce both the LCOE of offshore wind projects, and the risk of foundation failure (Kallehave et al., 2015; Oh et al., 2018). Pile diameters of 5–6 m are regularly used, but can be up to 10 m (Zdravković et al., 2015; Arany et al., 2017). Pile depths can be up to 40 m below the seabed (Augustesen et al., 2009; Kallehave et al., 2015), and are likely to be deeper than 50 m with the advent of “XXL” monopoles (Empire Engineering, 2019).
Site-specific pile designs are based on detailed subsurface conditions, varying factors such as pile diameter, length, and wall thickness (Kallehave et al., 2015). The key requirement for foundation design is development of a geotechnical ground model (Clare et al., 2012), involving identification of engineering parameters of the subsurface geology through a combination of geological, geophysical, and geotechnical datasets (Oh et al., 2018; Bhattacharya, 2019), normally as a desk study (Clare et al., 2012; Achmus et al., 2013). These datasets are integrated to provide a geological evolution of the subsurface (e.g., Jensen et al., 2008; Cotterill et al., 2012; Cotterill et al., 2017 C.; Cotterill et al., 2017 C. J.; Le et al., 2014; Reynolds et al., 2017a, 2017b; Vardy et al., 2017; Emery et al., 2019a, 2019b; Eaton et al., 2020; Van Landeghem and Chiverrell, 2020), which constrains the three dimensional distribution of sediment properties within the ground model. Ground conditions on continental shelves, especially where previously glaciated, comprise complex stratigraphy and different depositional environments (Figure 4: Example of the use of high-resolution seismic reflection profiles in identifying complex subsurface conditions that may impact foundation design). The complicated stratigraphy (in this case glaciotectonised sediments) needs to be constrained through subsurface investigation to design a stable foundation that minimises material use and costs. At the scale of a monopile, here shown as 10 m diameter and 40 m deep, stratigraphic changes in sediment/soil physical properties can necessitate metre-scale variations in position-specific foundation design.), leading to spatially variable sediment properties such as density and over-consolidation ratio. Predicted sediment and geotechnical characteristics can be supported by quantitative geophysical techniques. Analysis of attributes, such as attenuation (Q), P-wave velocity, and seismic inversion, provide powerful remote characterisation that is underused in site investigations (Pinson et al., 2008; Vardy et al., 2017, 2018; Vardy and Pinson, 2018). Geotechnical ground characterisation and examination is essential, is governed by the type of foundation and depends on the depth of the water, the geology of the area, and the environmental conditions (Bhattacharya, 2019).
[image: Figure 4]FIGURE 4 | Example of the use of high-resolution seismic reflection profiles in identifying complex subsurface conditions that may impact foundation design. The complicated stratigraphy (in this case glaciotectonised sediments) needs to be constrained through subsurface investigation to design a stable foundation that minimises material use and costs. At the scale of a monopile, here shown as 10 m diameter and 40 m deep, stratigraphic changes in sediment/soil physical properties can necessitate metre-scale variations in position-specific foundation design.
There are concerns within the offshore wind industry that current design approaches, especially the commonly-used p-y method (suggested by most guidelines, e.g., API, 2014; DNV, 2014), are not suitable for designing large diameter stiff piles. This is because these approaches were developed for more flexible and much smaller piles, adopted from the offshore oil and gas industry (Kallehave et al., 2012; Byrne et al., 2015). The geometry and cyclic nature of the load conditions of large-scale wind turbines are markedly different from load conditions of oil and gas infrastructure (Doherty and Gavin, 2012; Oh et al., 2018). Recently, new finite-element and macro-element modelling approaches have been developed which are more robust, including effects of cyclic loading and damping (Augustesen et al., 2009; Schafhirt et al., 2016; Page et al., 2017, 2018; Jostad et al., 2020). However, these rely on a well-constrained ground model of sediment properties to predict pile behaviour over decadal timescales.
Sediment Mobility and Turbine Wakes
Bed stresses induced by tidal currents, waves or a combination of both, can induce suspended and bedload sediment transport, which can lead to erosion of the seabed, or deposition, resulting in a wide range of bedforms being identified on continental shelves. Present day patterns of seabed erosion, sediment transport and bedform migration are controlled over time periods of weeks to decades by the variations in tidal currents, storm surges, and wave action (Stride, 1982; Whitehouse et al., 2011). Over decadal to millennial time periods patterns of net erosion and deposition are controlled by changes in climate and relative sea level. Repeat bathymetric surveys show that the seabed is highly dynamic (e.g., Van Landeghem et al., 2012), and sediment mobility and bedform migration are important factors to consider over the lifespan of an offshore windfarm array (Games and Gordon, 2014). When a single wind turbine foundation is installed, the hydrodynamic field will be perturbed locally (Whitehouse, 1998), with formation of a horseshoe vortex in front of a monopile structure, and lee-wake vortices behind a structure (Chen and Lam, 2014; Wu et al., 2020). The patterns of turbulence, wave reflection and diffraction, and breaking waves can cause instability and liquefaction of substrate (soil) leading to increased seabed scour, sediment suspension and transport. Therefore, seabed topography will be modified after installation of offshore windfarm infrastructure potentially compromising long-term foundation stability and cable durability. At the planning stage, projects are required to determine the physical impact on the seabed arising from installed structures (e.g., Whitehouse et al., 2011). Installation of scour protection for structural foundation stability or cable protection can cause edge scour or secondary scour in the seabed around the protection deeper than the unprotected case (Whitehouse et al., 2011).
The evolution of seabed scours has been documented through interpretation of monitoring data, highlighting variations between sites with different sediment characteristics in terms of seabed morphology and substrate type (e.g., Whitehouse et al., 2011; Matutano et al., 2013; Miles et al., 2017). For example, Whitehouse et al. (2011) noted that scours are shallow in muddy substrates, but in sandy substrates can develop up to 1.38 times deeper than the monopile diameter. In high latitude and temperate offshore locations, the subsurface contains a complicated Quaternary stratigraphic record of multiple ice sheet advance and retreat cycles, and associated RSL change, which results in a highly heterogeneous substrate (e.g., Emery et al., 2019b; Eaton et al., 2020). This stratigraphic architecture will influence erodibility, sediment availability and mobility, and therefore the type and migration rate of erosional and depositional bedforms.
A monopile will cause increased turbulence in downstream flow, which enhances the carrying capacity of the flow, leading to increased sediment transport (Butt et al., 2004; Rogan et al., 2016). However, the impact on sediment suspension and transport after installation of an entire offshore wind array is poorly understood. Satellite observations of sediment plumes and sediment transport altered by offshore wind turbines (Vanhellemont and Ruddick, 2014; Figure 5) can provide information about sediment mobility to inform models of scour. Satellite-derived bathymetry is being developed at a spatially and temporally higher resolution and provides a cheaper method for bathymetric mapping than traditional shipborne surveys (Traganos et al., 2018). Difference mapping from repeat bathymetric surveys remain the most accurate source for scour and bedform interactions with offshore wind installations (e.g., Whitehouse et al., 2011). Nonetheless, remote sensing of coastal zone bathymetry can benefit from satellite imagery with high spatial resolution and acquisition repeat frequency, high radiometric resolution and image quality, and suitable blue and green spectral bands. These new remote sensing techniques, combined with in-situ measurements of sediment mobility (Baeye and Fettweis, 2015), and measurements of bed shear stress (Stanev et al., 2009), are required to constrain long-term sediment dispersal patterns.
[image: Figure 5]FIGURE 5 | Interaction of infrastructure and hydrodynamics generate long-lived suspended sediment plumes observed in satellite data. (A) Robin Rigg offshore windfarm, Solway Firth, a sandbank midway between the Galloway and Cumbrian coasts. Note sediment plumes in wake of turbines. False colour image, acquired by the Operational Land Imager on the Landsat 8 satellite on October 2nd, 2019. (B) London Array offshore windfarm, southern North Sea. True colour image acquired by the Operational Land Imager on the Landsat 8 satellite on June 30th, 2015. Note sediment plumes in wake of turbines. (C) Sentinel-2 satellite data showing suspended sediment concentrations at Race Bank offshore windfarm, generated from the red band (665 nm) using the method of Nechad et al. (2010). Colour map “lajolla” from Crameri (2021). (A) and (B) adapted from the NASA Earth Observatory, part of the EOS Project Science Office, https://earthobservatory.nasa.gov.
There is a major challenge in forecasting flow-infrastructure interactions and sediment dispersal patterns over long timescales and large spatial scales (e.g., Rivier et al., 2016; Raaijmakers et al., 2017; Nagel et al., 2018). Existing numerical models are not fit for this purpose. Current forecasting capabilities of sediment mobility remain limited because of the complexity in the interplay of hydrodynamics (waves and tides), sediment suspension (grain-size and shape), erosional and depositional bedforms (scours and sediment waves), and substrate character. Uncertainty in the efficacy of sediment mobility forecasts could undermine decision-making and increase hazard to the offshore natural environment. However, extensive integrated datasets of metocean, bathymetry, seabed sediment character, and subsurface geophysical data collected by the offshore wind industry can be employed to optimise the siting of turbines and improve their lifespan. For the first time, these datasets could enable the detailed investigation of sediment mobility and develop models designed to forecast longer-term and larger-scale process interactions arising from installation of offshore wind arrays, and the subsequent O&M requirements, and benefit other marine infrastructure projects, and habitat mapping and modelling.
Transmission, Conversion, and Energy Storage
Electricity generated by offshore wind turbines needs to be integrated into the broader energy system through the transmission, conversion and storage of energy (Figure 6). Arguably, offshore wind has a relative disadvantage to other energy technologies due to its limited development for tri-generation in the form of electricity, fuel and heat (Stamford and Azapagic 2012). Limited flexibility can hinder the pathways through which offshore wind power can be made available via the whole energy system, creating challenges around intermittency with periods of over- and under-supply (Karakosta et al., 2013; Soukissian et al., 2017). Geoscience offers solutions to the energy system through both more flexible integration of offshore wind, and through de-risking and monitoring. Energy generated by offshore wind may be converted into energy-storage systems, which can accommodate demand when supply from offshore wind production (Figure 6: 1) is low. In particular, energy may be converted into hydrogen (Figure 6: 2, 3) and stored in subsurface structures (Figure 6: 2, 3, 13), stored as gravitational potential energy (Figure 6: 6, 15), or converted to compressed air for storage (Figure 6: 10, 12), Furthermore, suitable wind farm location may allow a combination of direct and indirect, through aforementioned energy storage, energy use by commercial and industrial needs via onshore cabling and substation (Figure 6: 7, 16, 17). The envisaged integrated energy system can be supported onshore by thermal energy storage and supply utilizing the subsurface. Here, heat storage in naturally occurring shallow and deep aquifers (Figure 6: 8, 9), and in industrial heritage assets such as minewater and boreholes (Figure 6: 11, 14), The green hydrogen network that offshore wind enables could potentially be supported by blue hydrogen from natural gas with subsurface carbon capture and storage (Figure 6: 4, 5).
[image: Figure 6]FIGURE 6 | Schematic diagram showing opportunities to integrate offshore wind into a wider energy network (see Transmission, Conversion and Energy Storage Section for details).
Such an integrated energy system (Figure 6) will help to alleviate challenges with grid capacity, which are widely reported as a limiting factor for offshore wind development around the world (Chen, 2011; Karakosta et al., 2013; Contestabile et al., 2017; Pal et al., 2017; Soukissian et al., 2017; Ahsan and Pedersen, 2018; Morrissey and Heidkamp 2018). Herein, we offer an outlook to where geoscience can contribute to increasing the tri-generation potential of offshore wind by converting electricity into hydrogen, storing electricity and hydrogen in geo-assets, and transferring electricity and hydrogen via a network of cables and pipelines to shore (Figure 6).
Transfer of energy to onshore facilities presently depends on a network of high-voltage subsea transmission cables. As of 2018, the UK’s operational offshore wind farms were using 62 export cables, totalling 1,499 km in length, and over 1,806 km of inter-array cables (Strang-Moran and El Mountassir, 2018). Diversifying energy transfer from electrons to molecules in the form of hydrogen would require the development of a network of pipelines. Thus, future wind farm developments will require cables and hydrogen pipelines to extend up to 90 km from the coastline of the United Kingdom. Thirteen percent of cable failures are due to external and environmental factors (Strang-Moran and El Mountassir, 2018). Where feasible, cables are buried 2–3 m below the seabed to avoid tangling with fish nets (Bhattacharya, 2017). However, erosion of seabed sediments (as discussed in Sediment Mobility and Turbine Wakes Section) is a major issue that often require scour protection measures (Srinil, 2016). Natural gas pipelines in the North Sea have been buried to avoid scour, however, onshore hydrogen transfer might require separate pipelines and storage caverns from those established for natural gas given corrosion and contamination risks (Ozarslan, 2012).
Electricity Storage
Electricity can be stored in batteries, or by conversion to another form of energy, such as gravitational potential energy (GPE, Figure 6: 6, 15). Given adequate gravitational potential energy, i.e., topography, the most common electricity storage system is pumped hydroelectric storage (PHS) (Fan et al., 2020), but such opportunities are not always viable (Yang and Jackson, 2011). Alternatives include systems using fluid of higher density than water requiring lower topographic gradients, or geo-assets such as reused mineshafts and salt caverns. These different types of GPE have expected energy efficiency of 65–87% (Botha and Kamper, 2019). With deployment of chemo-electric batteries limited by high costs and/or access to critical materials, GPE linked to geo-assets can complement energy storage capacity, especially if subsurface geo-assets such as salt caverns or mineshafts are available. Such geo-asset-related PHS may provide opportunities to store energy for delayed dispatch on demand, as sustainable development demands a “place-based” evaluation of locally feasible alternatives to batteries (Evans and Karvonen, 2014). Cryogenic liquid-air storage has been advocated as an additional, surface-based alternative (Krawczyk et al., 2018).
Synergies may occur when single subsurface voids, such as abandoned mine infrastructure, are used for combine GPE and thermal energy storage (Menéndez et al., 2019). An advantage of suspended-weight gravity storage in dry mine shafts (Figure 6: 15) is the provision of rapidly dispatched electricity storage (Morstyn et al., 2019), such as that currently demonstrated in Leith, Edinburgh (Watson, 2020; O’Grady, 2021).
Electricity from offshore wind could be stored by conversion to compressed air energy (Lund and Salgi, 2009). Proven methods of compressed air energy storage (CAES) require natural gas fired reheating to prevent freezing during the re-expansion process (Bullough et al., 2004). CAES in caverns (CAES-C, Figure 6: 12) requires developing new caverns accessed within 1 km of the surface, ideally in formations at least 30 m thick, with between 69–138 MPa compressive strength (Mehta and Spencer, 1988). Subsurface CAES requires high purity halite formations, but if available is tremendously competitive with construction of voluminous pressure vessels or other surface-mounted thermo-mechanical energy storage systems (Olympios et al., 2021). CAES in offshore aquifers (CAES-A; Figure 6: 10), at the point of offshore wind electricity production, has also been suggested as a potential storage solution (Mouli-Castillo et al., 2019), which could complement integrated offshore wind-green hydrogen production and storage.
Hydrogen
Given its potential to decarbonise the industrial, electricity, transport, heating and building sectors, hydrogen can help achieve net-zero greenhouse gas emissions by 2050 (Committee on Climate Change, 2020). There are two types of hydrogen technologies of significant interest to policy makers and industry. The first is “blue hydrogen”, which uses the process of steam methane reforming (SMR) to convert methane to hydrogen and, unlike current practice, captures and stores the associated CO2. The second is “green hydrogen”, which uses renewable electricity (such as OSW) to power an electrolyser that splits water into hydrogen and oxygen. While there is ongoing debate about efficiency, effectiveness and carbon intensity of blue versus green hydrogen (Friends of the Earth, 2020), it appears policy space for both technologies is emerging (e.g., Parnell, 2020). For example, the United Kingdom Climate Change Committee (CCC) is taking a pragmatic approach, backing blue hydrogen as a means of scaling up the hydrogen economy quickly, with the medium-to long-term goal of green hydrogen (Committee on Climate Change, 2020). Green hydrogen is highly relevant to the offshore wind industry, given substantial quantities of relatively cheap renewable electricity will be required to make it technically and economically feasible (Figure 6).
Integrated offshore wind with in-situ green hydrogen production has the potential to increase system efficiency and cost, by reducing the reliance on high-voltage cables, which may suffer from transmission losses (e.g., Nambiar et al., 2016). In settings where hydrogen compression is uneconomical and onshore caverns cannot provide enough storage volume (Bennion et al., 2000; Heinemann et al., 2018), hydrogen produced offshore may be more feasibly stored offshore in subsurface saline aquifers (Amid et al., 2016). The potential to store hydrogen within offshore salt formations has been explored (Caglayan et al., 2020) (Figure 6). Because of the relative stability of the density and viscosity of hydrogen at temperatures and pressures equivalent to 200 m depth (Heinemann et al., 2018), it could potentially be stored shallower than CO2, reducing the competition on subsurface storage space. However, this “grey area”, between 100 and 2000 m below surface, remains under-characterised because of its relative lack of importance in the hydrocarbon industry (UKCCSRC, 2015). Reuse of depleted gas fields or former gas storage sites offshore, such as the Rough gas field, could provide a more robust storage reservoir (Amid et al., 2016). These sites have proven hydrocarbon retention capability over million-year timescales, so should be suitable for storing hydrogen for days or months, despite the lower viscosity and density of hydrogen (Heinemann et al., 2018).
There are several engineering challenges associated with a move towards a hydrogen economy integration with offshore wind (e.g., Spyroudi et al., 2020). Most importantly there is the need for major energy system and infrastructure changes to deploy blue or green hydrogen at scale. Demonstration projects are required for carbon capture and storage (CCS) and low-carbon hydrogen, to create industrial clusters and regional hubs for CCS and hydrogen production and storage (Committee on Climate Change, 2020) (Figure 6).
Heating and Cooling
Heating and cooling accounts for 79% of EU household energy demand (Fleiter et al., 2016), and could be to a significant part decarbonised through offshore wind electricity production. Electricity can be used directly for heaters, heat pumps and air conditioners, or converted to hydrogen for use in hydrogen boilers. Offshore wind may also meet the expected demand increase for electricity as natural gas boilers are replaced by heat pumps and heat networks. Heat pumps are used to extract thermal energy from geo-assets, such as soil, the ground from shallow (0–100 m) to deep (2000 m) levels, warm water in abandoned mine infrastructure (Figure 6: 4; Banks et al., 2019; Farr et al., 2021), or in groundwater in sedimentary aquifers. Subsurface heat extracted can either be used for individual buildings or be fed into grids. As well as heat pumps, excess heat generated as a by-product of industry (powered by hydrogen or offshore wind), housing or building infrastructure, can be pumped underground and stored in mine-water (Minewater Thermal Energy Storage, MTES) and groundwater (High-temperature Aquifer Thermal Energy Storage, HT-ATES), or in rock or sediment masses through boreholes (Borehole Thermal Energy Storage, BTES) (Figure 6).
DISCUSSION AND RECOMMENDATIONS
Research and Development Priorities
Geosciences has a crucial role in contributing to sustainable growth in offshore wind energy generation, and in improving the transmission, conversion, and in de-risking onshore storage, of excess energy produced by offshore windfarms (Figure 6). Here, we highlight a selection of key priorities and opportunities that require harnessing geoscience-related expertise and technology to improve the sustainability and economics of windfarm sites through their lifecycle, the efficiency of energy utilization once onshore, and the integration of the two.
Integration of Geophysical and Geotechnical Data
Geophysical data and geotechnical testing interact with subsurface stratigraphy in different ways, and the relationships between the two are non-linear and complex. The reliance on one dimensional geotechnical data in the development of ground models, whether offshore site development or onshore energy storage, undervalues the role that quantitative geophysics (i.e., rock physics) can play in lowering costs. Geophysical expertise can improve ground models by incorporating understanding in energy attenuation, which is critical for first pass interpretation on stratigraphic architecture. This allows more robust stratigraphic architecture interpretations away from data coverage, more accurate constraints on time-to-depth relationships, and helps to delimit the distribution and thickness of potentially weaker (or overconsolidated) clay-rich sedimentary facies, or gravel- and boulder-rich layers (Figure 7). Nonetheless, geoscientists can extract more stratigraphic and palaeoenvironmental information from geotechnical data, such as Cone Penetration Test (CPT) logs, combining seismic units and CPT facies to better characterise geotechnical stratigraphy (Prins and Andresen, 2021). This includes deriving substrate bulk density/unit weight and shear velocity, and undrained shear strength, and therefore the overconsolidation ratio due to palaeoenvironmental changes (e.g., loading by ice sheets), recorded in different stratigraphic levels.
[image: Figure 7]FIGURE 7 | Recommended integrated three-dimensional ground models that capture sediment mobility, and integrate geophysical, geological (including geomorphological) and geotechnical information. Adapted from Bentley and Smith (2008) and Cobain et al. (2021).
Another area of future development is joint seismic inversion and machine learning workflows that generate synthetic CPT data from geophysical inputs (Vardy et al., 2018). These predictions can be validated at blind control locations, with potential for cost saving by avoiding unnecessary drilling. An overall recommendation is to adopt approaches from the oil and gas industry, where collaborative teams of engineers and geophysicists are formed from early in a development cycle. This early stage sharing of data and ideas will reduce errors and could be cost-effective by lowering remediation and interventions, ultimately reducing the LCOE.
Advanced Three Dimensional Geological Ground Models
A crucial step in the integration of geophysical and geotechnical data is the construction of three-dimensional ground models, for onshore energy storage in geo-assets and offshore windfarm sites, which should be augmented with geological and geomorphological understanding. Three-dimensional geological characterisation of subsurface volumes is standard practice during the exploration, appraisal, and development of oil and gas fields (e.g., Bentley and Smith 2008), and carbon storage sites (e.g., Jiang et al., 2013). The models are built at different grid resolutions, and often incorporate information from analogue datasets to populate geological information below seismic resolution, such as faults and the dimensions and stacking patterns of sedimentary architectural elements. These models are then upscaled to simulate the flow of fluids through the prospective reservoir. These workflows, and expertise, are readily transferrable to the offshore wind development sites, to complement the geotechnical ground models, which is currently the dominate approach. The uptake of three dimensional geological models as a standard approach in the future is particularly important in many prospective development areas, such as the North Sea, where the subsurface stratigraphy has been demonstrated to be highly heterogeneous (e.g., Clare et al., 2012; Liingaard et al., 2012; Emery et al., 2019b; Eaton et al., 2020; Mellett et al., 2020), undermining cost-effective placement of monopiles.
We advocate the integration of geological and geotechnical approaches to develop three dimensional ground models that will permit bespoke design of turbine foundations (Figure 7). This is particularly important as future developments in offshore wind are focused on very large (“XXL”) turbines (>8 m wide foundations). A site-specific approach is feasible because of the vertical resolution of the geophysical data. However, adoption of geophysical techniques in oil and gas industry could further reduce installation costs and decrease the risk of failure. The wider use of three-dimensional geophysical data collection, and use of high-resolution techniques such as three dimensional Ultra-High Resolution (UHR) surveys (e.g., Monrigal et al., 2017) and P-cable (e.g., Brookshire and Scott, 2015; Bellwald et al., 2019), will provide high resolution and improved spatial control. Adoption of P-cable techniques could be particularly attractive to improve site lifecycle management because geophysical data can be (re)collected during windfarm operations, and thereby support decommissioning and repowering plans. A further innovation in future ground models will be development of dynamic bathymetry, and sediment mobility layers (Figure 7), to integrate the substrate architecture and erodibility with seabed hydrodynamics. Improved modelling of sediment suspension and scour would assist the modelling of habitat creation and modification provided by hard surface creation to increase seabed biodiversity.
Improved Prediction of Sediment Mobility and Substrate Heterogeneity
The dynamic nature of the present-day seabed is well known, but poorly understood. The modelling and monitoring of sediment mobility over different time- and spatial-scales is an urgently needed input into the lifecycle management of offshore windfarms. Monitoring and modelling sediment mobility is essential in the management and mitigation of erosion and scour around turbine foundations and cable routes (Whitehouse et al., 2011), and to plan for and manage sediment mobility caused by interactions between monopiles and ocean-sediment dynamics (Rivier et al., 2016; Nagel et al., 2018). It is important to forecast how the seabed will evolve in the future, with changing climate and hydrodynamics, and there are likely to be complicated biological controls on susceptibility to scour through changes in sediment cohesivity. There is also an important added benefit from ground model improvements in that the documented highly heterogeneous substrate (e.g., Cotterill C. J. et al., 2017; Eaton et al., 2020) means there is additional complexity in forecasting sediment mobility over long timescales (McCarron et al., 2019). The influence of stratigraphic architecture on present day sediment mobility, including bedform spatial distribution and migration, is under-investigated (Couldrey et al., 2020). Nonetheless, the heterogeneity of substrate means that as a scour evolves at an unprotected monopile foundation, the erodibility, and therefore rate and geometry of scour development, will change in time (Whitehouse et al., 2011; Wu et al., 2020).
Integration of Weather Forecasting, Earth Observation, and Climate Change
Forecasting changes in wind resource, and quantification of the risk of extreme events, will permit appropriate site selection, and the management of ongoing maintenance, driving down the LCOE. To be effective, there is a need to integrate weather and climate models across different temporal and spatial scales, from wakes of individual turbines during weather events to regional models that incorporate climate projections and consider changing climate patterns. This is particularly important with respect to leading edge erosion, and the drive to develop materials that are more resilient to changing climates. The use of artificial intelligence in forecasting models and probabilistic forecasting could form important decision-making tools in future energy markets (Bazionis and Georgilakis, 2021).
Advances in Earth observation methods have the potential to provide satellite monitoring of array-wide sediment mobility, turbine wakes/shadows and interactions with bedforms (e.g., Vanhellemont and Ruddick, 2014), particularly through repeatable satellite-derived bathymetry over the entire lifespan of an offshore windfarm (e.g., Sentinel-2 data). However, satellite-derived bathymetry may or may not work depending on seabed albedo, water depth, the complexity of correcting for atmospheric affects and the concentration of suspended sediments and plankton (e.g., Casal et al., 2020; Goodman, et al., 2008; Knudby et al., 2016; Monteys et al., 2015). This is an important area of ongoing research that will help to support environmentally sustainable offshore windfarm developments.
Maximising Subsurface Energy Storage Potential
To maximise the benefits of offshore wind turbines, there needs to be improved integration of the electricity generated into the wider energy system. A crucial contribution from geosciences is in the storage of excess energy generated (Figure 6), including underground storage of excess electricity as heat. The use of geo-assets for energy storage depends entirely on place-based availability. Potential technologies include compressed air storage, converting excess electricity to compressed air, gravity potential storage in mine shafts, and subsurface storage of electricity converted to hydrogen (Figure 6). Subsurface thermal energy storage of excess wind power generation was proven to operate for many years on detached houses in Massachusetts and Pennsylvania (Cromack, 1978; Manwell and McGowan, 1981), which was the basis for a proposed development in Hull (Hodges, 1979).
Minewater geothermal and energy storage schemes are rapidly gaining traction in areas with abandoned mine infrastructure, such as the Carboniferous coal mines of the United Kingdom and the Netherlands (Verhoeven et al., 2014; Banks et al., 2019). For example, the United Kingdom total historical underground coal production since 1853, has left approximately 19 billion m³ of abandoned void space (BEIS, 2020) that could be used to store thermal energy. The Permian salt mines of East Yorkshire could also be repurposed to store excess electricity production from adjacent North Sea windfarms like Hornsea and Dogger Bank as compressed air or hydrogen. Minewater geochemistry and three dimensional heat-flow modelling are important areas of geoscience research that are needed to maximise efficient use of offshore wind electricity, requiring characterisation of the abandoned subsurface infrastructure (Banks et al., 2019; Menéndez et al., 2019). Similarly, heat-flow modelling of rocks and sediments for subsurface borehole thermal energy storage (BTES) requires detailed stratigraphic understanding of the subsurface to minimise the amount of time required before a BTES project can attain efficient heat recovery rates (Catolico et al., 2016). Integrating energy storage into offshore wind therefore requires careful assessment of potential geo-assets.
Collaboration, Data Sharing, and Knowledge Transfer
Realising the research and development opportunities highlighted in 4.1 requires a collaborative culture, open access and data sharing, and knowledge transfer (Gill, 2017; Gill, 2021), especially as offshore seabed and subsurface observations are expensive and often difficult to obtain. The oil and gas industry has long collaborated with academia by co-producing research programmes, sharing data, and transferring of knowledge, with various data management and release protocols in place, albeit varying by country. The future sustainable development of offshore wind sector requires adoption of similar approaches to collaboration, data sharing, and knowledge transfer. National geoscience and mapping programmes, such as the INFOMAR programme in the Republic of Ireland, have a crucial role in the delivery of data relevant to offshore wind development. Collaboration between government or state agencies, industry, and academic institutions can feed back into an overall improvement in the quality of data provided by national mapping programmes (GDG, 2020). The resulting benefits include better integration of offshore wind into the environment, with other users of the marine space, and with the energy system throughout the lifecycle of wind farms. Data sharing is of particular importance in that regard.
Currently, however, in offshore wind a culture of limited lifecycle thinking and data sharing between supply chain actors prevails (Purnell et al., 2018; Jensen et al., 2020). Actors at each lifecycle stage generate data on factors that are important to them from a competitive, operational or legal perspective, but data are generally not passed on along the lifecycle. The development of whole lifecycle data systems requires a sector wide and coordinated approach. Some system wide data platforms are under development. For example, the National Materials Datahub and the United Kingdom Continental Shelf data system, and collaborative agreements with research institutes [e.g., the Netherlands Enterprise Agency (RVO)] can benefit data collection and sharing approaches, and co-producing solutions for shared use of marine space. The cost of data collection and sharing can be lowered with innovation in advanced sensors, robotics and blockchain technologies. Effective use of data will require development of sets of comprehensive and aligned metrics, and accessible archiving, to optimise lifecycle management.
Nonetheless, at present proprietary systems remain barriers to data sharing across the lifecycle of OSW farms (Velenturf, 2020). This creates disadvantages to the sector in the form of risks. For example, unforeseeable events or issues are likely to crop up during management of offshore windfarms, and actors will not have a full insight into the history and characteristics of components and infrastructure which creates demands for data. Such data may already be available from, or could have been collected by, actors elsewhere in the lifecycle of OSW components and infrastructure. Furthermore, decisions on lifetime extensions of windfarms require insights into component specifications from original equipment manufacturers, the conditions during operation that affect the fatigue life from operators, and insights into repairs that may have been carried out by maintenance contractors. Not sharing such data inhibits effective decision-making and could lead to more waste and higher lifecycle costs than necessary (Jensen et al., 2020).
Integrated Whole System Perspective to Move Forward
Geosciences are essential for sustainable offshore wind development at every stage of the lifecycle of a windfarm, from initial planning, siting, foundation, and layout design, installation, operations and maintenance, lifetime extension, repowering and decommissioning (Figure 3), and onshore energy storage (Figure 6). End-of-use management of offshore windfarms is an area with gaps in terms of governance, business models and technical solutions (Velenturf et al., 2021). While the growth of renewables such as offshore wind are essential for climate targets, there are trade-offs due the impacts of mining of materials that are needed to build wind infrastructure. Recovery of metals such as steel, copper and rare earth elements is critical to limit the lifecycle environmental impact and associated adverse impacts on communities. Recovering cables (containing copper) from the seabed has been flagged by industry as disruptive to flora and fauna in the sea, but mining the materials anew would cause environmental impacts elsewhere. On the other hand, recovering concrete from the foundations would hold little material value though, when left in place, could add environmental value as artificial reefs (Figure 3). These lifecycle considerations are particularly challenging due to the complex nature of offshore wind ownership structures and supply chains, and difficulties in balancing competition within a rapidly growing market with potential to learn, progress and integrate the sector as a whole. Collaboration is essential for proactive and inclusive MSP, bringing together stakeholders with widely differing needs, values and views, to avoid conflict, make use of local knowledge and create synergies, such as multi-functional structures and use of the marine space, which can reduce costs and strengthen environmental sustainability. Geoscientists need to play a role in communicating how geoscience is integral to providing solutions to the challenges that society faces in the energy transition, and in moving towards an integrated whole systems approach to offshore wind. Effective communication of the importance of geoscience and geoscientists requires close collaboration with social and environmental scientists in order to drive co-production of research, sustainability assessments, and engagement with all stakeholders (Gibson and Roberts, 2018).
CONCLUSION
Solving the four integration challenges, integrating offshore wind into the environment, into the energy system, with the demands of other users of the marine space, and by maximising of benefits throughout the wind farm lifecycle, require crucial input from the geosciences, and geoscientists. To integrate offshore wind into the environment in an efficient and sustainable way, geosciences are needed to provide spatial assessment of substrate heterogeneity, and to predict future changes in sediment mobility. Geoscientific understanding is a key component to the development of multi-functional systems and structures, such that marine space users, and uses, are combined to be synergistic and avoid conflict. Unlocking increased flexibility for the integration of offshore wind into the energy system, and reducing issues of intermittency can be improved by commissioning more energy storage capacity using geo-assets, such as abandoned mine shafts or decommissioned oil and gas fields, which requires significant contribution from the geosciences. Furthermore, geosciences and geoscientists, are integral to the whole lifecycle management of offshore windfarms, from initial site evaluation, foundation and layout design, through installation, and operations and maintenance, to lifetime extension, repowering and decommissioning strategies. Therefore, it is essential that the skills and training of geoscientists are focused on meeting these challenges.
Crucially, however, to make a significant contribution to the sustainable growth of offshore wind, geoscientists must work more collaboratively with other disciplines, and vice versa. Indeed, interdisciplinary working, and co-production of research and development programmes between academia, government agencies, and industry, are essential for long-term sustainable whole lifecycle management of offshore wind energy generation infrastructure, and energy storage. For offshore wind to be sustainable and effective, governance structures need to take whole system approaches, facilitate data sharing and knowledge exchange, and take into account, and actively communicate with, the diverse range of stakeholders and other marine users.
AUTHOR CONTRIBUTIONS
AV and DH are lead authors, with major contributions from AE, NB, AM, JV, EP, SP, and MT. AE designed and drafted Figures 1, 4, 6. AV designed and drafted Figure 2. DH designed and drafted Figures 3, 5, 7.
FUNDING
This work has been funded through the Strategic Priorities Fund provided by Research England as part of the Sustainable Geoenergy Solutions programme at the University of Leeds.
PUBLISHER’S NOTE
All claims expressed in this article are solely those of the authors and do not necessarily represent those of their affiliated organizations, or those of the publisher, the editors and the reviewers. Any product that may be evaluated in this article, or claim that may be made by its manufacturer, is not guaranteed or endorsed by the publisher.
ACKNOWLEDGMENTS
The authors would like to thank the other interdisciplinary team members for their invaluable discussions during the project, especially Rachael Spraggs and Imogen Rattle. Gareth Carter (British Geological Survey), and the Dogger Bank Windfarms consortium (SSE, Equinor) are thanked for their permission to publish Figure 4.
REFERENCES
 Achmus, M., Akdag, C. T., and Thieken, K. (2013). Load-bearing Behavior of Suction Bucket Foundations in Sand. Appl. Ocean Res. 43, 157–165. doi:10.1016/j.apor.2013.09.001
 Ahsan, D., and Pedersen, S. (2018). The Influence of Stakeholder Groups in Operation and Maintenance Services of Offshore Wind Farms: Lesson from Denmark. Renew. Energ. 125, 819–828. doi:10.1016/j.renene.2017.12.098
 Allan, G., Comerford, D., Connolly, K., McGregor, P., and Ross, A. G. (2020). The Economic and Environmental Impacts of UK Offshore Wind Development: The Importance of Local Content. Energy 199, 117436. doi:10.1016/j.energy.2020.117436
 Amid, A., Mignard, D., and Wilkinson, M. (2016). Seasonal Storage of Hydrogen in a Depleted Natural Gas Reservoir. Int. J. Hydrogen Energ. 41, 5549–5558. doi:10.1016/j.ijhydene.2016.02.036
 API (2014). API Recommended Practice 2A-WSD - Planning, Designing, and Constructing Fixed Offshore Platforms—Working Stress Design. Washington, DC: American Petroleum Institute. 
 Arany, L., Bhattacharya, S., Macdonald, J., and Hogan, S. J. (2017). Design of Monopiles for Offshore Wind Turbines in 10 Steps. Soil Dyn. Earthquake Eng. 92, 126–152. doi:10.1016/j.soildyn.2016.09.024
 Arcelay, I., Goti, A., Oyarbide-Zubillaga, A., Akyazi, T., Alberdi, E., and Garcia-Bringas, P. (2021). Definition of the Future Skills Needs of Job Profiles in the Renewable Energy Sector. Energies 14, 2609. doi:10.3390/en14092609
 Augustesen, A. H., Brødbæk, K. T., Møller, M., Sørensen, S. P. H., Ibsen, L. B., Pedersen, T. S., and Andersen, L. (2009). “Numerical Modelling of Large-Diameter Steel Piles at Horns Rev,” in The Twelfth International Conference on Civil, Structural and Environmental Engineering Computing,  (Funchal, Madeira, Portugal, September 1–4, 2009). doi:10.4203/ccp.91.239
 Azzellino, A., Ferrante, V., Kofoed, J. P., Lanfredi, C., and Vicinanza, D. (2013). Optimal Siting of Offshore Wind-Power Combined with Wave Energy through a marine Spatial Planning Approach. Int. J. Mar. Energ. 3-4, e11–e25. doi:10.1016/j.ijome.2013.11.008
 Baeye, M., and Fettweis, M. (2015). In Situ observations of Suspended Particulate Matter Plumes at an Offshore Wind Farm, Southern North Sea. Geo-mar Lett. 35, 247–255. doi:10.1007/s00367-015-0404-8
 Banks, D., Athresh, A., Al-Habaibeh, A., and Burnside, N. (2019). Water from Abandoned Mines as a Heat Source: Practical Experiences of Open- and Closed-Loop Strategies, United Kingdom. Sustain. Water Resour. Manag. 5, 29–50. doi:10.1007/s40899-017-0094-7
 Barrett, B. J., Huws, D. G., Booth, A. D., Wergeland, Ø., and Mattias Green, J. A. (2017). Tuning, Interference and False Shallow Gas Signatures in Geohazard Interpretations: beyond the "λ/4" Rule. Near Surf. Geophys. 15, 359–366. doi:10.3997/1873-0604.2017023
 Barthelmie, R. J., Courtney, M. S., Højstrup, J., and Larsen, S. E. (1996). Meteorological Aspects of Offshore Wind Energy: Observations from the Vindeby Wind Farm. J. Wind Eng. Ind. Aerodyn. 62, 191–211. doi:10.1016/S0167-6105(96)00077-3
 Barthelmie, R., Hansen, O. F., Enevoldsen, K., Højstrup, J., Frandsen, S., Pryor, S., et al. (2005). Ten Years of Meteorological Measurements for Offshore Wind Farms. J. Sol. Energ. Eng. Trans. ASME 127, 170–176. doi:10.1115/1.1850489
 Bazionis, I. K., and Georgilakis, P. S. (2021). Review of Deterministic and Probabilistic Wind Power Forecasting: Models, Methods, and Future Research. Electricity 2, 13–47. doi:10.3390/electricity2010002
 BEIS (2020). Historical Coal Data: Coal Production, 1853–2019. Available at: https://data.gov.uk/dataset/44dea418-483e-43f1-80f8-4694b2edaa01/historical-coal-data-coal-production-availability-and-consumption (Accessed October 29, 2021). 
 Bellwald, B., Planke, S., Lebedeva-Ivanova, N., Piasecka, E. D., and Andreassen, K. (2019). High-resolution Landform Assemblage along a Buried Glacio-Erosive Surface in the SW Barents Sea Revealed by P-Cable 3D Seismic Data. Geomorphology 332, 33–50. doi:10.1016/j.geomorph.2019.01.019
 Bennion, D. B., Thomas, F. B., Ma, T., and Imer, D. (2000). “Detailed Protocol for the Screening and Selection of Gas Storage Reservoirs,” in Soc. Pet. Eng. - SPE/CERI Gas Technol. Symp. 2000,  (Calgary, Alberta, Canada, April, 2000). GTS 2000. doi:10.2118/59738-ms
 Bentley, M., and Smith, S. (2008). “Scenario-based Reservoir Modelling: the Need for More Determinism and Less Anchoring,” in The Future of Geological Modelling in Hydrocarbon Development ed . Editors A. Robinson, P. Griffiths, S. Price, J. Hegre, and A. Muggeridge ( Geological Society, London, Special Publications), 309, 145–159. doi:10.1144/sp309.11
 Bhattacharya, S. (2017). “Civil Engineering Aspects of a Wind Farm and Wind Turbine Structures,” in Wind Energy Engineering: A Handbook for Onshore and Offshore Wind Turbines ed . Editor T. M. Letcher ( Academic Press), 221–242. doi:10.1016/b978-0-12-809451-8.00012-6
 Bhattacharya, S. (2019). Design of Foundations for Offshore Wind Turbines. Hoboken, NJ: Wiley. doi:10.1002/9781119128137
 Blackford, J., Stahl, H., Bull, J. M., Bergès, B. J. P., Cevatoglu, M., Lichtschlag, A., et al. (2014). Detection and Impacts of Leakage from Sub-seafloor Deep Geological Carbon Dioxide Storage. Nat. Clim. Change 4, 1011–1016. doi:10.1038/nclimate2381
 Bodini, N., Lundquist, J. K., and Kirincich, A. (2019). U.S. East Coast Lidar Measurements Show Offshore Wind Turbines Will Encounter Very Low Atmospheric Turbulence. Geophys. Res. Lett. 46, 5582–5591. doi:10.1029/2019GL082636
 Bot, S. L., Van Lancker, V., Deleu, S., De Batist, M., Henriet, J. P., and Haegeman, W. (2005). Geological Characteristics and Geotechnical Properties of Eocene and Quaternary Deposits on the Belgian continental Shelf: Synthesis in the Context of Offshore Wind Farming. Geol. Mijnb. 84, 147–160. doi:10.1017/s0016774600023027
 Botha, C. D., and Kamper, M. J. (2019). Capability Study of Dry Gravity Energy Storage. J. Energ. Storage 23, 159–174. doi:10.1016/j.est.2019.03.015
 Brink, T. (2017). Managing Uncertainty for Sustainability of Complex Projects. Ijmpb 10, 315–329. doi:10.1108/IJMPB-06-2016-0055
 Brookshire, B. N., and Scott, L. (2015). Reducing Risk in Offshore Planning and Development. GEOExPro 12, 72–74. 
 Bullough, C., Gatzen, C., Jakiel, C., Koller, M., Nowi, A., and Zunft, S. (2004). “Advanced Adiabatic Compressed Air Energy Storage for the Integration of Wind Energy,” in Proc. Eur. Wind Energy Conf.,  (London, 22-25 November 2004). 
 Butt, T., Russell, P., Puleo, J., Miles, J., and Masselink, G. (2004). The Influence of Bore Turbulence on Sediment Transport in the Swash and Inner Surf Zones. Cont. Shelf Res. 24, 757–771. doi:10.1016/j.csr.2004.02.002
 Byrne, B. W., McAdam, R., Burd, H. J., Houlsby, G. T., Martin, C. M., Zdravković, L., et al. (2015). “New Design Methods for Large Diameter Piles under Lateral Loading for Offshore Wind Applications,” in Front. Offshore Geotech. III - Proc. 3rd Int. Symp. Front. Offshore Geotech. ISFOG,  (Oslo, Norway, June 10–12, 2015). Editor V. Meyer, 705–710. doi:10.1201/b18442-96
 Caglayan, D. G., Weber, N., Heinrichs, H. U., Linßen, J., Robinius, M., Kukla, P. A., et al. (2020). Technical Potential of Salt Caverns for Hydrogen Storage in Europe. Int. J. Hydrogen Energ. 45, 6793–6805. doi:10.1016/j.ijhydene.2019.12.161
 Casal, G., Hedley, J. D., Monteys, X., Harris, P., Cahalane, C., and McCarthy, T. (2020). Satellite-derived Bathymetry in Optically Complex Waters Using a Model Inversion Approach and Sentinel-2 Data. Estuarine, Coastal Shelf Sci. 241, 106814. doi:10.1016/j.ecss.2020.106814
 Catolico, N., Ge, S., and McCartney, J. S. (2016). Numerical Modeling of a Soil‐Borehole Thermal Energy Storage System. Estuarine, Coastal Shelf Sci. 15, 1–17. doi:10.1016/j.ecss.2020.106814
 Cevatoglu, M., Bull, J. M., Vardy, M. E., Gernon, T. M., Wright, I. C., and Long, D. (2015). Gas Migration Pathways, Controlling Mechanisms and Changes in Sediment Acoustic Properties Observed in a Controlled Sub-seabed CO 2 Release experiment. Int. J. Greenhouse Gas Control. 38, 26–43. doi:10.1016/j.ijggc.2015.03.005
 Chen, J. (2011). Development of Offshore Wind Power in China. Renew. Sustain. Energ. Rev. 15, 5013–5020.
 Chen, L., and Lam, W.-H. (2014). Methods for Predicting Seabed Scour Around marine Current Turbine. Renew. Sustain. Energ. Rev. 29, 683–692. doi:10.1016/j.rser.2013.08.105
 Clare, M. A., Rushton, D., and Balthes, R. (2012). “A Ground Model-Based Approach to Efficient Assessment and Management of Risk for Pile Installation and Behaviour,” in Hans Lorenz Symposium on Soil Dynamics and Foundation Engineering ( TU Berlin), 69–87. 
 Cleasby, I. R., Wakefield, E. D., Bearhop, S., Bodey, T. W., Votier, S. C., and Hamer, K. C. (2015). Three-dimensional Tracking of a Wide-Ranging marine Predator: Flight Heights and Vulnerability to Offshore Wind Farms. J. Appl. Ecol. 52, 1474–1482. doi:10.1111/1365-2664.12529
 Cobain, S. L., Hodgson, D. M., Peakall, J., and Silcock, S. Y. (2021). “Relationship between Bowl-Shaped Clastic Injectites and Parent Sand Depletion: Implications for Their Scale-Invariant Morphology and Composition,” in Subsurface Sand Remobilization and Injection ed . Editors S. Silcock, M. Huuse, M. Bowman, A. Hurst, and S. Cobain ( Geological Society, London, Special Publications), 493, 135–149. doi:10.1144/SP493-2020-26810.1144/sp493-2018-80
 Collins, M., Knutti, R., Arblaster, J., Dufresne, J.-L., Fichefet, T., Friedlingstein, P., et al. (2013). “Long-term Climate Change: Projections, Commitments and Irreversibility,” in Climate Change 2013: The Physical Science Basis. Contribution of Working Group I to the Fifth Assessment Report of the Intergovernmental Panel on Climate Change ed . Editors T. F. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S. K. Allen, J. Boschung, et al. (Cambridge, United Kingdom and New York, NY, USA: Cambridge University Press). 
 Committee on Climate Change (2020). Reducing UK Emissions: Progress Report to Parliament. Available at: https://www.theccc.org.uk/publication/reducing-uk-emissions-2020-progress-report-to-parliament/. (Accessed October 14, 2021). 
 Contestabile, P., Lauro, E. D., Galli, P., Corselli, C., and Vicinanza, D. (2017). Offshore Wind and Wave Energy Assessment Around Malè and Magoodhoo Island (Maldives). Sustainability 9 (4), 613. doi:10.3390/su9040613
 Cotterill, C., Dove, D., Long, D., James, L., Duffy, C., Mulley, S., et al. (2012). “Dogger Bank - A Geo Challenge,” in Proc. 7th Int. Conf. Offshore Site Investig. Geotech.,  (London, United Kingdom, September 12–14, 2012), 127–134. SUT-OSIG-12-10. 
 Cotterill, C., Phillips, E., James, L., Forsberg, C.-F., and Tjelta, T. I. (2017a). How Understanding Past Landscapes Might Inform Present-Day Site Investigations: A Case Study from Dogger Bank, Southern central North Sea. Near Surf. Geophys. 15, 403–414. doi:10.3997/1873-0604.2017032
 Cotterill, C. J., Phillips, E., James, L., Forsberg, C. F., Tjelta, T. I., Carter, G., et al. (2017b). The Evolution of the Dogger Bank, North Sea: A Complex History of Terrestrial, Glacial and marine Environmental Change. Quat. Sci. Rev. 171, 136–153. doi:10.1016/j.quascirev.2017.07.006
 Coughlan, M., Long, M., and Doherty, P. (2020). Geological and Geotechnical Constraints in the Irish Sea for Offshore Renewable Energy. J. Maps 16, 420–431. doi:10.1080/17445647.2020.1758811
 Couldrey, A. J., Benson, T., Knaapen, M. A. F., Marten, K. V., and Whitehouse, R. J. S. (2020). Morphological Evolution of a Barchan Dune Migrating Past an Offshore Wind Farm Foundation. Earth Surf. Process. Landforms 45, 2884–2896. doi:10.1002/esp.4937
 Crameri, F. (2021). Scientific Colour Maps. Version 7.0.0. Zenodo. doi:10.5281/zenodo.4491293
 Cromack, D. E. (1978). Investigation of the Feasibility of Using Wind Power for Space Heating in Colder Climates. Annual Report for the Period Ending June 30, 1978. Amherst (USA): Massachusetts Univ.Energy Alternatives Program. [University of Massachusetts Wind Furnace project]. doi:10.2172/5275008
 Davy, R., Gnatiuk, N., Pettersson, L., and Bobylev, L. (2018). Climate Change Impacts on Wind Energy Potential in the European Domain with a Focus on the Black Sea. Renew. Sustain. Energ. Rev. 81, 1652–1659. doi:10.1016/j.rser.2017.05.253
 Dirksen, S., van der Winden, J., and Spaans, A. L. (1998). Nocturnal Collision Risks of Birds with Wind Turbines in Tidal and Semi-offshore Areas. London, United Kingdom: Wind Energy and Landscape, CRC Press, 99–107. 
 DNV (2014). DNV-OS-J101 Design of Offshore Wind Turbine Structures. Høvik, Norway: Det Norsk Veritas. 
 Doherty, P., and Gavin, K. (2012). Laterally Loaded Monopile Design for Offshore Wind Farms. Proc. Inst. Civil Eng. - Energ. 165, 7–17. doi:10.1680/ener.11.00003
 Dove, D., Roberts, D. H., Evans, D. J. A., Tappin, D. R., Lee, J. R., Long, D., Mellett, C. L., and Callard, S. L. (2016). “Refining Glacial Statigraphy in the Southern North Sea - New Bathymetric Model Brings Renewed Value to Legacy Seismic,” in Near Surface Geoscience 2016 - Second Applied Shallow Marine Geophysics Conference,  (Barcelona, Spain, September 4–8, 2016). doi:10.3997/2214-4609.201602164
 Dove, D., Evans, D. J. A., Lee, J. R., Roberts, D. H., Tappin, D. R., Mellett, C. L., et al. (2017). Phased Occupation and Retreat of the Last British-Irish Ice Sheet in the Southern North Sea; Geomorphic and Seismostratigraphic Evidence of a Dynamic Ice Lobe. Quat. Sci. Rev. 163, 114–134. doi:10.1016/j.quascirev.2017.03.006
 Drunsic, M., Ekici, D., and White, M. (2016). “Logistics and Supply-Chain Management in Offshore Wind Farm OWF Applications,” in Proceedings of Annual Offshore Technology Conference,  (Houston, TX, May, 2016), 257–265. doi:10.4043/26890-ms
 Eamer, J. B. R., Shaw, J., KingMacKillop, E. L. K., and MacKillop, K. (2021). The Inner Shelf Geology of Atlantic Canada Compared with the North Sea and Atlantic United States: Insights for Atlantic Canadian Offshore Wind Energy. Cont. Shelf Res. 213, 104297. doi:10.1016/j.csr.2020.104297
 Eaton, S. J., Hodgson, D. M., Barlow, N. L. M., Mortimer, E. E. J., and Mellett, C. L. (2020). Palaeogeographical Changes in Response to Glacial-Interglacial Cycles, as Recorded in Middle and Late Pleistocene Seismic Stratigraphy, Southern North Sea. J. Quat. Sci. 35, 760–775. doi:10.1002/jqs.3230
 Emery, A. R., Hodgson, D. M., Barlow, N. L. M., Carrivick, J. L., Cotterill, C. J., Mellett, C. L., et al. (2019a). Topographic and Hydrodynamic Controls on Barrier Retreat and Preservation: An Example from Dogger Bank, North Sea. Mar. Geology. 416, 105981. doi:10.1016/j.margeo.2019.105981
 Emery, A. R., Hodgson, D. M., Barlow, N. L. M., Carrivick, J. L., Cotterill, C. J., and Phillips, E. (2019b). Left High and Dry: Deglaciation of Dogger Bank, North Sea, Recorded in Proglacial Lake Evolution. Front. Earth Sci. 7, 1–27. doi:10.3389/feart.2019.00234
 Empire Engineering (2019). How Deep Can the Monopile Go in Offshore Wind?Available from: https://www.empireengineering.co.uk/how-deep-can-the-monopile-go-in-offshore-wind/ (Accessed September 7, 2021). 
 Evans, J., and Karvonen, A. (2014). 'Give Me a Laboratory and I Will Lower Your Carbon Footprint!' - Urban Laboratories and the Governance of Low-Carbon Futures. Int. J. Urban Reg. Res. 38, 413–430. doi:10.1111/1468-2427.12077
 Fan, J., Xie, H., Chen, J., Jiang, D., Li, C., Ngaha Tiedeu, W., et al. (2020). Preliminary Feasibility Analysis of a Hybrid Pumped-Hydro Energy Storage System Using Abandoned Coal Mine Goafs. Appl. Energ. 258, 114007. doi:10.1016/j.apenergy.2019.114007
 Farr, G., Busby, J., Wyatt, L., Crooks, J., Schofield, D. I., and Holden, A. (2021). The Temperature of Britain's Coalfields. Q. J. Eng. Geology. Hydrogeol. 54, qjegh2020–109. doi:10.1144/qjegh2020-109
 Fitch, S., Gaffney, V., Gearey, B. R., and Ramsey, L. W. (2011). “Between the Lines – Enhancing Methodologies for the Exploration of Extensive, Inundated Palaeolandscapes,” in Remote Sensing for Archaeological Heritage Management (Brussels: EAC/Archaeolingua), 117–129. 
 Fleiter, T., Steinbach, J., Ragwitz, M., Dengler, J., Köhler, B., Reitze, F., et al. (2016). Mapping and Analyses of the Current and Future (2020-2030) Heating/cooling Fuel Deployment (Fossil/renewables). European Commission, Directorate-General for Energy. Available at: https://ec.europa.eu/energy/studies_main/final_studiesmapping-and-analyses-current-and-future-2020-2030-heatingcooling-fuel_en (Accessed October 29, 2021). 
 Fox, A. D., Desholm, M., Kahlert, J., Christensen, T. K., and Krag Petersen, I. (2006). Information Needs to Support Environmental Impact Assessment of the Effects of European marine Offshore Wind Farms on Birds. Ibis (Lond. 1859) 148, 129–144. doi:10.1111/j.1474-919X.2006.00510.x
 Friends of the Earth (2020). The Role of Hydrogen in Our Low-Carbon Transition. Available at: https://policy.friendsoftheearth.uk/insight/role-hydrogen-our-low-carbon-transition. (Accessed October 14, 2021). 
 Games, K. P., and Gordon, D. I. (2014). Study of Sand Wave Migration over Five Years as Observed in Two Windfarm Development Areas, and the Implications for Building on Moving Substrates in the North Sea. Earth Environ. Sci. Trans. R. Soc. Edinb. 105, 241–249. doi:10.1017/s1755691015000110
 GDG (2020). A Review of the Irish Offshore Renewable Energy (ORE) Sector's Data and Information Requirements in the Context of the INFOMAR Seabed Mapping Programme. Available at: https://www.infomar.ie/sites/default/files/pdfs/GDG%20INFOMAR%20ORE%20Review%20Report.pdf (Accessed 09 08, 2021). 
 Gibson, H., and Roberts, J. (2018). Communicating Geoscience in Uncertain Times. Geoscientist 28, 26–27. doi:10.1144/geosci2018-031
 Gill, J. C. (2017). Geology and the Sustainable Development Goals. Episodes 40, 70–76. doi:10.18814/epiiugs/2017/v40i1/017010
 Gill, J. C. (2021). “Reshaping Geoscience to Help Deliver the Sustainable Development Goals,” in Geosciences and the Sustainable Development Goals. Sustainable Development Goals Series ed . Editors J. C. Gill, and M. Smith (Cham: Springer), 453–468. doi:10.1007/978-3-030-38815-7_18
 Global Wind Energy Council (2020). Global Offshore Wind Report 2020. Available at: https://gwec.net/global-offshore-wind-report-2020/ (Accessed October 29, 2021). 
 Goodman, J. A., Lee, Z., and Ustin, S. L. (2008). Influence of Atmospheric and Sea-Surface Corrections on Retrieval of Bottom Depth and Reflectance Using a Semi-analytical Model: a Case Study in Kaneohe Bay, Hawaii. Appl. Opt. 47, F1–F11. doi:10.1364/ao.47.0000f1
 Grasmueck, M., Moser, T. J., and Pelissier, M. A. (2012). “Stop Treating Diffractions as Noise – Use Them for Imaging of Fractures and Karst,” in AAPG Hedberg Conference, Fundamental Controls on Flow in Carbonates,  (Provence, France, July 8- 13, 2012) ( Saint-Cyr Sur Mer). 
 Grilli, A. R., Spaulding, M. L., and Damon, C. (2010). “Methods for Wind Farm Siting Optimization: New England Case Study,” in Proc. Int. Offshore Polar Eng. Conf.,  (Beijing, China, June, 2010), 727–734.1
 Guinan, J., McKeon, C., O'Keeffe, E., Monteys, X., Sacchetti, F., Coughlan, M., et al. (2021). INFOMAR Data Supports Offshore Energy Development and marine Spatial Planning in the Irish Offshore via the EMODnet Geology portal. Q. J. Eng. Geology. Hydrogeol. 54, qjegh2020–033. doi:10.1144/qjegh2020-033
 Han, W.-C., Lu, Y.-W., Lo, S. C., and Lo, S.-C. (2020). Seismic Prediction of Soil Distribution for the Chang-Bin Offshore Wind Farm in the Taiwan Strait. Interpretation 8, T727–T737. doi:10.1190/int-2020-0020.1
 Hastings, A. F., and Smith, P. (2020). Achieving Net Zero Emissions Requires the Knowledge and Skills of the Oil and Gas Industry. Front. Clim. 2, 22. doi:10.3389/fclim.2020.601778
 Hdidouan, D., and Staffell, I. (2017). The Impact of Climate Change on the Levelised Cost of Wind Energy. Renew. Energ. 101, 575–592. doi:10.1016/j.renene.2016.09.003
 Heinemann, N., Booth, M. G., Haszeldine, R. S., Wilkinson, M., Scafidi, J., and Edlmann, K. (2018). Hydrogen Storage in Porous Geological Formations - Onshore Play Opportunities in the midland valley (Scotland, UK). Int. J. Hydrogen Energ. 43, 20861–20874. doi:10.1016/j.ijhydene.2018.09.149
 Herring, R., Dyer, K., Martin, F., and Ward, C. (2019). The Increasing Importance of Leading Edge Erosion and a Review of Existing protection Solutions. Renew. Sustain. Energ. Rev. 115, 109382. doi:10.1016/j.rser.2019.109382
 Ho, L.-W., Lie, T.-T., Leong, P. T., and Clear, T. (2018). Developing Offshore Wind Farm Siting Criteria by Using an International Delphi Method. Energy Policy 113, 53–67. doi:10.1016/j.enpol.2017.10.049
 Hodges, D. (1979). Wind Powered Housing Project in Hull. Hull, UK: Alternative Technology Group, Hull College of Higher Education, 45–48. Sun at Work in Britain 8. 
 Hüppop, O., Dierschke, J., Exo, K.-M., Fredrich, E., and Hill, R. (2006). Bird Migration Studies and Potential Collision Risk with Offshore Wind Turbines. Ibis (Lond. 1859) 148, 90–109. doi:10.1111/j.1474-919X.2006.00536.x
 Hueging, H., Haas, R., Born, K., Jacob, D., and Pinto, J. G. (2013). Regional Changes in Wind Energy Potential over Europe Using Regional Climate Model Ensemble Projections. J. Appl. Meteorol. Climatol. 52, 903–917. doi:10.1175/jamc-d-12-086.1
 IPCC (2018). “Summary for Policymakers,” in Global Warming of 1.5°C. An IPCC Special Report on the Impacts of Global Warming of 1.5°C above Pre-industrial Levels and Related Global Greenhouse Gas Emission Pathwaysthe Context of Strengthening the Global Response to the Threat of Climate Change, Sustainable Development, and Efforts to Eradicate Poverty ed . Editors V. Masson-Delmotte, P. Zhai, H.-O. Pörtner, D. Roberts, J. Skea, P. R. Shukla, et al. (Geneva, Switzerland: World Meteorological Organization), 32. 
 Jenner, C., Finch, M., Finlayson, K., and Harker, G. (2002). “Optimising Integrated Site Investigations For Offshore Wind Farm Projects. Paper presented at the Offshore Site Investigation and Geotechnics ‘Diversity and Sustainability’,” in Proceedings of an International Conference, London, United Kingdom. Available at: https://onepetro.org/SUTOSIG/proceedings-abstract/OSIG02/All-OSIG02/SUT-OSIG-02-141/3223. 
 Jensen, J. B., Gravesen, P., and Lomholt, S. (2008). Geology of Outer Horns Rev, Danish North Sea. GEUS Bull. 15, 41–44. doi:10.34194/geusb.v15.5040
 Jensen, P. D., Purnell, P., and Velenturf, A. P. M. (2020). Highlighting the Need to Embed Circular Economy in Low Carbon Infrastructure Decommissioning: The Case of Offshore Wind. Sustain. Prod. Consumption 24, 266–280. doi:10.1016/j.spc.2020.07.012
 Jiang, X., Akber Hassan, W. A., and Gluyas, J. (2013). Modelling and Monitoring of Geological Carbon Storage: A Perspective on Cross-Validation. Appl. Energ. 112, 784–792. doi:10.1016/j.apenergy.2013.01.068
 Jostad, H. P., Dahl, B. M., Page, A., Sivasithamparam, N., and Sturm, H. (2020). Evaluation of Soil Models for Improved Design of Offshore Wind Turbine Foundations in Dense Sand. Géotechnique 70, 682–699. doi:10.1680/jgeot.19.ti.034
 Kallehave, D., Thilsted, C. L. B., and Liingaard, M. A. (2012). “Modification of the Api P-Y Formulation of Initial Stiffness of Sand,” in Offshore Site Investig. Geotech. 2012 Integr. Technol.,  (London, United Kingdom, September, 2012), 465–472. Present Futur. OSIG 2012. 
 Kallehave, D., Byrne, B. W., LeBlanc Thilsted, C., and Mikkelsen, K. K. (2015). Optimization of Monopiles for Offshore Wind Turbines. Phil. Trans. R. Soc. A. 373, 20140100. doi:10.1098/rsta.2014.0100
 Karakosta, C., Pappas, C., Marinakis, V., and Psarras, J. (2013). Renewable Energy and Nuclear Power towards Sustainable Development: Characteristics and Prospects. Renew. Sustain. Energ. Rev. 22, 187–197. doi:10.1016/j.rser.2013.01.035
 Knudby, A., Ahmad, S. K., and Ilori, C. (2016). The Potential for Landsat-Based Bathymetry in Canada. Can. J. Remote Sens. 42, 367–378. doi:10.1080/07038992.2016.1177452
 Krawczyk, P., Szabłowski, Ł., Karellas, S., Kakaras, E., and Badyda, K. (2018). Comparative Thermodynamic Analysis of Compressed Air and Liquid Air Energy Storage Systems. Energy 142, 46–54. doi:10.1016/j.energy.2017.07.078
 Lacal-Arántegui, R., Yusta, J. M., and Domínguez-Navarro, J. A. (2018). Offshore Wind Installation: Analysing the Evidence behind Improvements in Installation Time. Renew. Sustain. Energ. Rev. 92, 133–145. doi:10.1016/j.rser.2018.04.044
 Lane, J., Spracklen, D., and Hamer, K. (2019). Effects of Windscape on Three-Dimensional Foraging Behaviour in a Wide-Ranging marine Predator, the Northern Gannet. Mar. Ecol. Prog. Ser. 628, 183–193. doi:10.3354/meps13089
 Le, T. M. H., Eiksund, G. R., Strøm, P. J., and Saue, M. (2014). Geological and Geotechnical Characterisation for Offshore Wind Turbine Foundations: A Case Study of the Sheringham Shoal Wind Farm. Eng. Geology. 177, 40–53. doi:10.1016/j.enggeo.2014.05.005
 Lee, K.-H., Jun, S.-O., Pak, K.-H., Lee, D.-H., Lee, K.-W., and Park, J.-P. (2010). Numerical Optimization of Site Selection for Offshore Wind Turbine Installation Using Genetic Algorithm. Curr. Appl. Phys. 10, S302–S306. doi:10.1016/j.cap.2009.11.031
 Liingaard, M. A., Mygind, M., Thomas, S., Clare, M., and Pickles, A. (2012). “Evidence of Tertiary Intrusive Rock at the West of Duddon Sands Offshore Wind Farm,” in Offshore Site Investig. Geotech. 2012 Integr. Technol.,  (London, United Kingdom, September, 2012), 145–152. Present Futur. OSIG 2012. 
 Lund, H., and Salgi, G. (2009). The Role of Compressed Air Energy Storage (CAES) in Future Sustainable Energy Systems. Energ. Convers. Manage. 50, 1172–1179. doi:10.1016/j.enconman.2009.01.032
 Ma, H., Yang, J., and Chen, L. (2020). An Investigation into the Effect of Long-Term Cyclic Loading on the Natural Frequency of Offshore Wind Turbines. Ijope 30, 266–274. doi:10.17736/ijope.2020.mm24
 Majcher, J., Plets, R., and Quinn, R. (2020). Residual Relief Modelling: Digital Elevation Enhancement for Shipwreck Site Characterisation. Archaeol. Anthropol. Sci. 12, 1–13. doi:10.1007/s12520-020-01082-6
 Manwell, J. F., and McGowan, J. G. (1981). A Design Procedure for Wind Powered Heating Systems. Solar Energy 26, 437–445. doi:10.1016/0038-092x(81)90223-1
 Martin, R., Lazakis, I., Barbouchi, S., and Johanning, L. (2016). Sensitivity Analysis of Offshore Wind Farm Operation and Maintenance Cost and Availability. Renew. Energ. 85, 1226–1236. doi:10.1016/j.renene.2015.07.078
 Matutano, C., Negro, V., López-Gutiérrez, J.-S., and Esteban, M. D. (2013). Scour Prediction and Scour Protections in Offshore Wind Farms. Renew. Energ. 57, 358–365. doi:10.1016/j.renene.2013.01.048
 McCarron, C. J., Van Landeghem, K. J. J., Baas, J. H., Amoudry, L. O., and Malarkey, J. (2019). The Hiding-Exposure Effect Revisited: A Method to Calculate the Mobility of Bimodal Sediment Mixtures. Mar. Geology. 410, 22–31. doi:10.1016/j.margeo.2018.12.001
 Mehta, B. R., and Spencer, D. (1988). Siting Compressed-Air Energy Plants. Tunnelling Underground Space Technol. 3, 295–299. doi:10.1016/0886-7798(88)90056-9
 Mellett, C. L., Long, D., Carter, G., Chiverrell, R., and Van Landeghem, K. (2015). Geology of the Seabed and Shallow Subsurface: The Irish Sea. Edinburgh, United Kingdom: British Geological Survey Commissioned Report. CR/15/057N. 52pp. 
 Mellett, C. L., Phillips, E., Lee, J. R., Cotterill, C. J., Tjelta, T. I., James, L., et al. (2020). Elsterian Ice‐sheet Retreat in the Southern North Sea: Antecedent Controls on Large‐scale Glaciotectonics and Subglacial Bed Conditions. Boreas 49, 129–151. doi:10.1111/bor.12410
 Menéndez, J., Ordóñez, A., Álvarez, R., and Loredo, J. (2019). Energy from Closed Mines: Underground Energy Storage and Geothermal Applications. Renew. Sustain. Energ. Rev. 108, 498–512. doi:10.1016/j.rser.2019.04.007
 Miles, J., Martin, T., and Goddard, L. (2017). Current and Wave Effects Around Windfarm Monopile Foundations. Coastal Eng. 121, 167–178. doi:10.1016/j.coastaleng.2017.01.003
 Monrigal, O., De Jong, I., and Duarte, H. (2017). An Ultra-high-resolution 3D marine Seismic System for Detailed Site Investigation. Near Surf. Geophys. 15, 335–345. doi:10.3997/1873-0604.2017025
 Monteys, X., Harris, P., Caloca, S., and Cahalane, C. (2015). Spatial Prediction of Coastal Bathymetry Based on Multispectral Satellite Imagery and Multibeam Data. Remote Sens. 7, 13782–13806. doi:10.3390/rs71013782
 Morrissey, J., and Heidkamp, C. P. (2018). Towards Coastal Resilience and Sustainability. Abingdon, United Kingdom: Routledge, 15–32. doi:10.4324/9780429463723
 Morstyn, T., Chilcott, M., and McCulloch, M. D. (2019). Gravity Energy Storage with Suspended Weights for Abandoned Mine Shafts. Appl. Energ. 239, 201–206. doi:10.1016/j.apenergy.2019.01.226
 Mouli-Castillo, J., Wilkinson, M., Mignard, D., McDermott, C., Haszeldine, R. S., and Shipton, Z. K. (2019). Inter-seasonal Compressed-Air Energy Storage Using saline Aquifers. Nat. Energ. 4, 131–139. doi:10.1038/s41560-018-0311-0
 Nagel, T., Chauchat, J., Wirth, A., and Bonamy, C. (2018). On the Multi-Scale Interactions between an Offshore-Wind-Turbine Wake and the Ocean-Sediment Dynamics in an Idealized Framework - A Numerical Investigation. Renew. Energ. 115, 783–796. doi:10.1016/j.renene.2017.08.078
 Nambiar, A. J., Collin, A. J., Karatzounis, S., Rea, J., Whitby, B., Jeffrey, H., et al. (2016). Optimising Power Transmission Options for marine Energy Converter Farms. Int. J. Mar. Energ. 15, 127–139. doi:10.1016/j.ijome.2016.04.008
 Nechad, B., Ruddick, K. G., and Park, Y. (2010). Calibration and Validation of a Generic Multisensor Algorithm for Mapping of Total Suspended Matter in Turbid Waters. Remote Sens. Environ. 114, 854–866. doi:10.1016/j.rse.2009.11.022
 Nielsen, J. J., and Sørensen, J. D. (2011). On Risk-Based Operation and Maintenance of Offshore Wind Turbine Components. Reliab. Eng. Syst. Saf. 96, 218–229. doi:10.1016/j.ress.2010.07.007
 Nikitas, G., Vimalan, N. J., and Bhattacharya, S. (2016). An Innovative Cyclic Loading Device to Study Long Term Performance of Offshore Wind Turbines. Soil Dyn. Earthquake Eng. 82, 154–160. doi:10.1016/j.soildyn.2015.12.008
 O’Grady, C. (2021). Gravity-based Batteries Try to Beat Their Chemical Cousins with Winches, Weights, and Mine Shafts. Science . doi:10.1126/science.abj1232
 Ocean Renewable Energy Action Coalition (2020). Ocean Energy Is Critical to Recovery. Available at: https://foresightdk.com/ocean-energy-is-critical-to-recovery/ (Accessed October 29, 2021). 
 Oh, K.-Y., Nam, W., Ryu, M. S., Kim, J.-Y., and Epureanu, B. I. (2018). A Review of Foundations of Offshore Wind Energy Convertors: Current Status and Future Perspectives. Renew. Sustain. Energ. Rev. 88, 16–36. doi:10.1016/j.rser.2018.02.005
 Olympios, A. V., McTigue, J. D., Farres-Antunez, P., Tafone, A., Romagnoli, A., Li, Y., et al. (2021). Progress and Prospects of Thermo-Mechanical Energy Storage-A Critical Review. Prog. Energ. 3, 022001. doi:10.1088/2516-1083/abdbba
 Ozarslan, A. (2012). Large-scale Hydrogen Energy Storage in Salt Caverns. Int. J. Hydrogen Energ. 37, 14265–14277. doi:10.1016/j.ijhydene.2012.07.111
 Page, A. M., Skau, K. S., Jostad, H. P., and Eiksund, G. R. (2017). A New Foundation Model for Integrated Analyses of Monopile-Based Offshore Wind Turbines. Energ. Proced. 137, 100–107. doi:10.1016/j.egypro.2017.10.337
 Page, A. M., Grimstad, G., Eiksund, G. R., and Jostad, H. P. (2018). A Macro-Element Pile Foundation Model for Integrated Analyses of Monopile-Based Offshore Wind Turbines. Ocean Eng. 167, 23–35. doi:10.1016/j.oceaneng.2018.08.019
 Pal, K., Yadav, P., and Tyagi, S. K. (2017). “Renewable Sources in India and Their Applications,” in Sustainable Biofuels Development in India ed . Editors A. Chandel, and R. Sukumaran (Cham: Springer), 39–71.
 Parnell, J. (2020). Europe’s Green Hydrogen Revolution Is Turning Blue. Greentech Media. Available at: https://www.greentechmedia.com/articles/read/europes-green-hydrogen-revolution-is-turning-blue. (Accessed October 14, 2021). 
 Peters, J. L., Remmers, T., Wheeler, A. J., Murphy, J., and Cummins, V. (2020). A Systematic Review and Meta-Analysis of GIS Use to Reveal Trends in Offshore Wind Energy Research and Offer Insights on Best Practices. Renew. Sustain. Energ. Rev. 128, 109916. doi:10.1016/j.rser.2020.109916
 Pinson, L. J. W., Henstock, T. J., Dix, J. K., and Bull, J. M. (2008). Estimating Quality Factor and Mean Grain Size of Sediments from High-Resolution marine Seismic Data. Geophysics 73, G19–G28. doi:10.1190/1.2937171
 Prins, L. T., and Andresen, K. J. (2021). A Geotechnical Stratigraphy for the Shallow Subsurface in the Southern Central Graben, North Sea. Eng. Geology. 286, 106089. doi:10.1016/j.enggeo.2021.106089
 Purnell, P., Velenturf, A., Jensen, P., Cliffe, N., and Jopson, J. (2018). “Developing Technology, Approaches and Business Models for Decommissioning of Low-Carbon Infrastructure,” in Workshop proceedings. Low Carbon Infrastructure Decommissioning Workshop,  (Leeds, United Kingdom, January 16, 2018). 
 Quirk, D. G., Underhill, J. R., Gluyas, J. G., Wilson, H. A. M., Howe, M. J., and Anderson, S. (2021). The North Sea through the Energy Transition. First Break 39, 31–43. doi:10.3997/1365-2397.fb2021026
 Raaijmakers, T., Roetert, T., and van Steijn, P. (2017). Scour and Scour Mitigation for Hollandse Kust (Zuid): Recommendations for Foundations and Cables. Deltares Technical Notes. Available at: https://offshorewind.rvo.nl/file/download/53711152/Technical+Note+-+Scour+and+Scour+Mitigation+-+Deltares (Accessed at 06 09, 2021). 
 Remmers, T., Cawkwell, F., Desmond, C., Murphy, J., and Politi, E. (2019). The Potential of Advanced Scatterometer (ASCAT) 12.5 Km Coastal Observations for Offshore Wind Farm Site Selection in Irish Waters. Energies 12, 206. doi:10.3390/en12020206
 Reyers, M., Pinto, J. G., and Moemken, J. (2015). Statistical-dynamical Downscaling for Wind Energy Potentials: Evaluation and Applications to Decadal Hindcasts and Climate Change Projections. Int. J. Climatol. 35, 229–244. doi:10.1002/joc.3975
 Reynolds, J., Catt, L., Fernandes, A., and Knight, P. (2017a). “Development of 3D Ground Models for Offshore Wind Farms - Rhiannon OWF, Irish Sea,” in Offshore Site Investigation Geotechnics 8th International Conference Proceedings,  (London, September 12–14, 2017) ( Society of Underwater Technology), 1307–1314. doi:10.3723/OSIG17.1307
 Reynolds, J., Catt, L., Salaün, G., Knight, P., Cleverly, W., and Costa, L. (2017b). “Integration of Geophysical, Geological and Geotechnical Data for Offshore Wind Farms - East Anglia One OWF, Southern North Sea, A Case History,” in Offshore Site Investigation Geotechnics 8th International Conference Proceedings,  (London, September 12–14, 2017) ( Society of Underwater Technology), 1291–1298. doi:10.3723/OSIG17.1291
 Rivier, A., Bennis, A.-C., Pinon, G., Magar, V., and Gross, M. (2016). Parameterization of Wind Turbine Impacts on Hydrodynamics and Sediment Transport. Ocean Dyn. 66, 1285–1299. doi:10.1007/s10236-016-0983-6
 Rogan, C., Miles, J., Simmonds, D., and Iglesias, G. (2016). The Turbulent Wake of a Monopile Foundation. Renew. Energ. 93, 180–187. doi:10.1016/j.renene.2016.02.050
 Rohrig, K., and Lange, B. (2008). “Improving Security of Power System Operation Applying DG Production Forecasting Tools,” in IEEE Power and Energy Society 2008 General Meeting: Conversion and Delivery of Electrical Energy in the 21st Century,  (Pittsburgh, PA, July 20–24, 2008). doi:10.1109/PES.2008.4595972
 Schafhirt, S., Page, A., Eiksund, G. R., and Muskulus, M. (2016). Influence of Soil Parameters on the Fatigue Lifetime of Offshore Wind Turbines with Monopile Support Structure. Energ. Proced. 94, 347–356. doi:10.1016/j.egypro.2016.09.194
 Seneviratne, S. I., Nicholls, N., Easterling, D., Goodess, C. M., Kanae, S., Kossin, J., et al. (2012). “Changes in Climate Extremes and Their Impacts on the Natural Physical Environment,” in Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation. A Special Report of Working Groups I and II of the Intergovernmental Panel on Climate Change (IPCC) ed . Editors C. B. Field, V. Barros, T. F. Stocker, D. Qin, D. J. Dokken, K. L. Ebi, et al. (Cambridge, UK, and New York, NY, USA: Cambridge University Press), 109–230. 
 Shaker, M. S., and Patton, R. J. (2014). “A Fault Tolerant Control Approach to Sustainable Offshore Wind Turbines,” in Wind Turbine Control and Monitoring. Advances in Industrial Control ed . Editors N. Luo, Y. Vidal, and L. Acho (Cham: Springer), 157–190. doi:10.1007/978-3-319-08413-8_7
 Shankar Verma, A., Jiang, Z., Ren, Z., Hu, W., and Teuwen, J. J. (2021). Effects of Onshore and Offshore Environmental Parameters on the Leading Edge Erosion of Wind Turbine Blades: A Comparative Study. J. Offshore Mech. Arctic Eng. 143, 042001. doi:10.1115/1.4049248
 Simani, S. (2015). Overview of Modelling and Advanced Control Strategies for Wind Turbine Systems. Energies 8, 13395–13418. doi:10.3390/en81212374
 Soares, P. M. M., Lima, D. C. A., Semedo, A., Cabos, W., and Sein, D. V. (2019). Climate Change Impact on Northwestern African Offshore Wind Energy Resources. Environ. Res. Lett. 14, 124065. doi:10.1088/1748-9326/ab5731
 Soukissian, T., Denaxa, D., Karathanasi, F., Prospathopoulos, A., Sarantakos, K., Iona, A., et al. (2017). Marine Renewable Energy in the Mediterranean Sea: Status and Perspectives. Energies 10, 1512–1555. doi:10.3390/en10101512
 Spyroudi, A., Wallace, D., Smart, G., Stefaniak, K., Mann, S., and Kurban, Z. (2020). Offshore Wind and Hydrogen: Solving the Integration challenge. Offshore Renewable Energy Catapult and Offshore Wind Industry Council, 88. Available at: https://ore.catapult.org.uk/wp-content/uploads/2020/09/Solving-the-Integration-Challenge-ORE-Catapultr.pdf (Accessed October 29, 2021). 
 Srinil, N. (2016). “Cabling to Connect Offshore Wind Turbines to Onshore Facilities,” in Offshore Wind Farms: Technologies, Design, and Operation ed . Editors C. Ng, and L. Ran ( Woodhead Publishing), 419–440. doi:10.1016/b978-0-08-100779-2.00013-1
 Stamford, L., and Azapagic, A. (2012). Life Cycle Sustainability Assessment of Electricity Options for the UK. Int. J. Energ. Res. 36, 1263–1290. doi:10.1002/er.2962
 Standen, J., Wilson, C., Vosper, S., and Clark, P. (2017). Prediction of Local Wind Climatology from Met Office Models: Virtual Met Mast Techniques. Wind Energy 20, 411–430. doi:10.1002/we.2013
 Stanev, E. V., Dobrynin, M., Pleskachevsky, A., Grayek, S., and Günther, H. (2009). Bed Shear Stress in the Southern North Sea as an Important Driver for Suspended Sediment Dynamics. Ocean Dyn. 59, 183–194. doi:10.1007/s10236-008-0171-4
 Strang-Moran, C., and El Mountassir, O. (2018). Offshore Wind Subsea Power Cables: Installation, Operation and Market Trends. ORE Catapult Report AP-0018. Available at: https://ore.catapult.org.uk/app/uploads/2018/09/Offshore-Wind-Subsea-Power-Cables-Charlotte-Strang-Moran-and-Othmane-El-Mountassir-AP-0018.pdf. (Accessed October 14, 2021). 
 Stride, A. H. (1982). Offshore Tidal Sands: Processes and Deposits. Dordrecht: Springer, 237. 
 Sturm, H. (2017). “Design Aspects of Suction Caissons for Offshore Wind Turbine Foundations,” in Int. Conf. Soil Mech. Geotech. Eng.,  (Seoul, Korea, September 17–22, 2017), 45–63.19
 Taylor, M., Ralon, P., Anuta, H., and Al-Zoghoul, S. (2020). IRENA Renewable Power Generation Costs in 2019. Abu Dhabi, UAE: International Renewable Energy Agency. 
 Tobin, I., Jerez, S., Vautard, R., Thais, F., Van Meijgaard, E., Prein, A., et al. (2016). Climate Change Impacts on the Power Generation Potential of a European Mid-century Wind Farms Scenario. Environ. Res. Lett. 11, 034013. doi:10.1088/1748-9326/11/3/034013
 Topham, E., and McMillan, D. (2017). Sustainable Decommissioning of an Offshore Wind Farm. Renew. Energ. 102, 470–480. doi:10.1016/j.renene.2016.10.066
 Traganos, D., Poursanidis, D., Aggarwal, B., Chrysoulakis, N., and Reinartz, P. (2018). Estimating Satellite-Derived Bathymetry (SDB) with the Google Earth Engine and sentinel-2. Remote Sens. 10, 859. doi:10.3390/rs10060859
 UKCCSRC (2015). Research and Pathways to Impact Development. Available at: https://ukccsrc.ac.uk/sites/default/files/documents/content_page/RAPID%201_1b.pdf (Accessed October 29, 2021). 
 UN (United Nations) (2015). Report of the Conference of the Parties to the United Nations Framework Convention on Climate Change. Geneva: United Nations. 21st Session, 2015. 
 Van Berkel, J., Burchard, H., Christensen, A., Mortensen, L., Petersen, O., and Thomsen, F. (2020). The Effects of Offshore Wind Farms on Hydrodynamics and Implications for Fishes. Oceanog 33, 108–117. doi:10.2307/2696575410.5670/oceanog.2020.410
 Van Landeghem, K. J. J., and Chiverrell, R. C. (2020). Bed Erosion during Fast Ice Streaming Regulated the Retreat Dynamics of the Irish Sea Ice Stream. Quat. Sci. Rev. 245, 106526. doi:10.1016/j.quascirev.2020.106526
 Van Landeghem, K. J. J., Baas, J. H., Mitchell, N. C., Wilcockson, D., and Wheeler, A. J. (2012). Reversed Sediment Wave Migration in the Irish Sea, NW Europe: A Reappraisal of the Validity of Geometry-Based Predictive Modelling and Assumptions. Mar. Geology. 295-298, 95–112. doi:10.1016/j.margeo.2011.12.004
 Vanhellemont, Q., and Ruddick, K. (2014). Turbid Wakes Associated with Offshore Wind Turbines Observed with Landsat 8. Remote Sensing Environ. 145, 105–115. doi:10.1016/j.rse.2014.01.009
 Vardy, M., and Pinson, L. (2018). “Seismic Attenuation - Friend or Foe,” in Conference Proceedings3rd Applied Shallow Marine Geophysics Conference,  (Porto, Portugal, September 9–12, 2018). doi:10.3997/2214-4609.201802658
 Vardy, M. E., Vanneste, M., Henstock, T. J., Clare, M. A., Forsberg, C. F., and Provenzano, G. (2017). State-of-the-art Remote Characterization of Shallow marine Sediments: the Road to a Fully Integrated Solution. Near Surf. Geophys. 15, 387–402. doi:10.3997/1873-0604.2017024
 Vardy, M. E., Clare, M. A., Vanneste, M., Forsberg, C. F., and Dix, J. K. (2018). Seismic Inversion for Site Characterization: when, where and Why Should We Use it?Proc. Annu. Offshore Technol. Conf. 3, 2089–2097. doi:10.4043/28730-ms
 Velenturf, A. P. M., Purnell, P., and Jensen, P. D. (2021). Reducing Material Criticality through Circular Business Models: Challenges in Renewable Energy. One Earth 4, 350–352. doi:10.1016/j.oneear.2021.02.016
 Velenturf, A. P. M. (2020). Challenges and Opportunities for Sustainable Offshore Wind Development: Preliminary Findings from a Literature Review and Expert Survey. SRI Working Paper Series. Available at: https://sri-working-papers.leeds.ac.uk/wp-content/uploads/sites/67/2020/11/SRIPs-122.pdf. (Accessed October 14, 2021). 
 Velenturf, A. P. M. (2021). A Framework and Baseline for the Integration of a Sustainable Circular Economy in Offshore Wind. Energies 14, 5540. doi:10.3390/en14175540
 Verhoeven, R., Willems, E., Harcouët-Menou, V., De Boever, E., Hiddes, L., Op’t Veld, P., et al. (2014). Minewater 2.0 Project in Heerlen the Netherlands: Transformation of a Geothermal Mine Water Pilot Project into a Full Scale Hybrid Sustainable Energy Infrastructure for Heating and Cooling. Energy Proc. 46, 58 –67. doi:10.1016/j.egypro.2014.01.158
 Vidal, O., Goffé, B., and Arndt, N. (2013). Metals for a Low-Carbon Society. Nat. Geosci. 6, 894–896. doi:10.1038/ngeo1993
 Watson, F. (2020). Gravitricity Starts Work on 250-kW, UK Energy Storage Demonstrator. London: S&P Global Platts. 
 Wenau, S., Stange, N., Keil, H., Ramos, C., and Spiess, V. (2018). “A Seismic Beamforming Approach for the Detection of Boulders in the Shallow Sub-seafloor,” in 3rd Appl. Shallow Mar. Geophys. Conf.,  (Porto, Portugal, September 9–12, 2018).
 Wever, L., Krause, G., and Buck, B. H. (2015). Lessons from Stakeholder Dialogues on marine Aquaculture in Offshore Wind Farms: Perceived Potentials, Constraints and Research Gaps. Mar. Pol. 51, 251–259. doi:10.1016/j.marpol.2014.08.015
 Whitehouse, R. J. S., Harris, J. M., Sutherland, J., and Rees, J. (2011). The Nature of Scour Development and Scour protection at Offshore Windfarm Foundations. Mar. Pollut. Bull. 62 (1), 73–88. doi:10.1016/j.marpolbul.2010.09.007
 Whitehouse, R. (1998). Scour at marine Structures: A Manual for Practical Applications. London: Thomas Telford. 
 WindEurope (2019). Our Energy, Our Future. Report. Available at: https://windeurope.org/wp-content/uploads/files/about-wind/reports/WindEurope-Our-Energy-Our-Future.pdf (accessed 21 May, 2021). 
 Wiser, R., Z., Yang, M., Hand, O., Hohmeyer, D., Infield, P. H., Jensen, V., et al. (2011). “Wind Energy,” in IPCC Special Report on Renewable Energy Sources and Climate Change Mitigation ed . Editors O. Edenhofer, R. Pichs-Madruga, Y. Sokona, K. Seyboth, P. Matschoss, S. Kadner, et al. (Cambridge, United Kingdom and New York, NY, USA: Cambridge University Press. 
 World Forum Offshore Wind (2021). Offshore Wind Worldwide Regulatory Framework in Selected Countries Report. Available at: file:///C:/Users/eardh/Downloads/2021_Hogan_Lovells_Offshorebook.pdf (Accessed October 29, 2021). 
 Wu, M., De Vos, L., Arboleda Chavez, C. E., Stratigaki, V., Fazeres-Ferradosa, T., Rosa-Santos, P., et al. (2020). Large Scale Experimental Study of the Scour Protection Damage Around a Monopile Foundation under Combined Wave and Current Conditions. Jmse 8, 417. doi:10.3390/jmse8060417
 Yang, C.-J., and Jackson, R. B. (2011). Opportunities and Barriers to Pumped-Hydro Energy Storage in the United States. Renew. Sustain. Energ. Rev. 15, 839–844. doi:10.1016/j.rser.2010.09.020
 Zdravković, L., Taborda, D., Potts, D., Jardine, R., Sideri, M., Schroeder, F., Byrne, B., McAdam, R., Burd, H., Houlsby, G., Martin, C., Gavin, K., Doherty, P., Igoe, D., Wood, A., Kallehave, D., and Gretlund, J. (2015). “Numerical Modelling of Large Diameter Piles under Lateral Loading for Offshore Wind Applications,” in Front. Offshore Geotech. III - Proc. 3rd Int. Symp. Front. Offshore Geotech. ISFOG 2015,  (Oslo, Norway, June 10–12, 2015), 759–764. doi:10.1201/b18442-105
 Zeng, Z., Ziegler, A. D., Searchinger, T., Yang, L., Chen, A., Ju, K., et al. (2019). A Reversal in Global Terrestrial Stilling and its Implications for Wind Energy Production. Nat. Clim. Chang. 9, 979–985. doi:10.1038/s41558-019-0622-6
 Zhang, J., Fowai, I., and Sun, K. (2016). A Glance at Offshore Wind Turbine Foundation Structures. brod 67, 101–113. doi:10.21278/brod67207
 Zhixin, W., Chuanwen, J., Qian, A., and Chengmin, W. (2009). The Key Technology of Offshore Wind Farm and its New Development in China. Renew. Sustain. Energ. Rev. 13, 216–222. doi:10.1016/j.rser.2007.07.004
Conflict of Interest: ARE and MT were employed at the University of Leeds when their contributions to the research was completed. ARE is now employed by company Gavin & Doherty Geosolutions, and MT is now employed by company M Thorp Geo Consultants.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2021 Velenturf, Emery, Hodgson, Barlow, Mohtaj Khorasani, Van Alstine, Peterson, Piazolo and Thorp. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.
		REVIEW
published: 24 February 2022
doi: 10.3389/esss.2022.10045


[image: image2]
Role of Subsurface Geo-Energy Pilot and Demonstration Sites in Delivering Net Zero
M. H. Stephenson1,2*, D. A. C. Manning3, M. J. Spence2, L. Stalker4, Z. K. Shipton5 and A. A. Monaghan6
1Stephenson Geoscience Consulting, Nottingham, United Kingdom
2British Geological Survey, Nottingham, United Kingdom
3School of Natural and Environmental Sciences, Newcastle University, Newcastle upon Tyne, United Kingdom
4CSIRO, Kensington, WA, Australia
5University of Strathclyde, Glasgow, United Kingdom
6British Geological Survey, The Lyell Centre, Edinburgh, United Kingdom
Edited by:
Jack Longman, University of Oldenburg, Germany
Reviewed by:
Niels Balling, Aarhus University, Denmark
Ingrid Stober, University of Freiburg, Germany
* Correspondence: M. H. Stephenson, mikepalyno@me.com
Received: 03 July 2021
Accepted: 20 January 2022
Published: 24 February 2022
Citation: Stephenson MH, Manning DAC, Spence MJ, Stalker L, Shipton ZK and Monaghan AA (2022) Role of Subsurface Geo-Energy Pilot and Demonstration Sites in Delivering Net Zero. Earth Sci. Syst. Soc. 2:10045. doi: 10.3389/esss.2022.10045

Recent research suggests that the effects of climate change are already tangible, making the requirement for net zero more pressing than ever. New emissions targets have been announced in April 2021 by various governments, including by the United Kingdom, United States, and China, prior to the Conference of the Parties (COP26) in Glasgow. Part of the solution for net zero will be geo-energy technologies in the subsurface, these include: mine water geothermal, aquifer thermal energy storage (ATES), enhanced geothermal systems and other thermal storage options, compressed air energy storage (CAES), and carbon dioxide capture and storage (CCS) including bioenergy CCS (BECCS). Subsurface net zero technologies have been studied by geologists at laboratory scale and with models, but also require testing at greater-than laboratory scale and in representative conditions not reproducible in laboratories and models. Test, pilot and demonstration facilities aid rock characterisation process understanding and up-scaling, and thereby provide a bridge between laboratory testing and computer modelling and full-scale operation. Examples of test sites that have progressed technology development include the Otway International Test Centre (Australia, CCS) and the Äspö Hard Rock Laboratory (Sweden, geological radioactive waste disposal). These sites have provided scale up for key research questions allowing science issues of relevance to regulation, licencing and permitting to be examined at scale in controlled environments. Successful operations at such sites allow research to be seen at first hand to inform the public, regulators, supply chain companies and investors that such technologies can work safely and economically. A Geological Society conference on the “Role of subsurface research labs in delivering net zero” in February 2021 considered the value of test sites and gaps in their capability. Gaps were identified in two areas: 1) test facilities to aid the design of low cost, high resolution, unobtrusive seismic and other monitoring for a seismically noisy urban environment with a sensitive human population, for example for ATES in urban areas; and 2) a dedicated through-fault zone test site to understand fault transmissivity and reactivation. Conference participants also recommended investment and development in test sites, shared facilities and risk, joint strategies, data interoperability and international collaboration.
Keywords: subsurface, geo-energy, pilot and demonstration sites, net zero, geothermal, CCS
NEED FOR NET ZERO
The effects of climate change are already tangible: assessments of melting rates of ice sheets in Greenland and Antarctica match the IPCC’s (Intergovernmental Panel on Climate Change) worst-case climate warming scenarios (Slater et al., 2020), parts of the world now see a 1-in-100-year drought happening every two to 5 years (Naumann et al., 2018). Based on current national pledges, and assuming the level of ambition does not change, the world is heading for around 3°C of warming by the end of the century (UN Environment Programme, 2019). Globally, a 4°C level of warming by the end of the century may result in large scale and irreversible changes to the climate, including large-scale methane release from thawing permafrost and the collapse of the Atlantic Meridional Overturning Circulation (European Commission, 2020). At this temperature, ice sheet loss could result in multi-metre rises in sea level on time scales of a century to millennia (IPCC, 2019).
GEOSCIENCE AND NET ZERO
Geoscience and subsurface technology have long been understood as part of the solution to decarbonisation. As early as 2004, Pacala and Socolow (2004) highlighted technologies and behavioural changes that could bring about emissions reduction calculated to be of a scale that could bring about measurable change. They visualised CO2 emissions reduction as the “stabilization triangle,” the space on a conceptual graph between a “current path” (with rising carbon emissions) and a “flat path” (showing what could be achieved by lowering emissions). The stabilisation triangle was made up of technology-related “wedges” to make the task of decarbonisation more manageable; each wedge being an activity that, if executed alone between now and 2055, could stop a billion tonnes per annum of extra carbon from getting into the atmosphere by 2055. Several of these wedges had a geoscience aspect including geological disposal of nuclear waste associated with increased low carbon nuclear power generation and the increased supply of gas to allow a switch of power generation from coal to gas in thermal power stations. According to Pacala and Socolow (2004), one of these wedges could be accounted for by carbon capture and storage (CCS), if it was applied to coal power stations totalling 800 GW capacity (about 200 large coal power stations) and CO2 emissions were stored underground.
More recently, the IPCC (2018) described four “illustrative model pathways” to limit global warming to the Paris COP21 1.5°C objective. Pathway P1 involves social, business and technological innovations that result in lower energy demand up to 2050 and rising living standards, especially in the developing world, but involves only afforestation as a method of carbon dioxide removal (CDR). P2 focuses on sustainability and international cooperation, as well as shifts towards sustainable and healthy consumption patterns, low-carbon technology innovation, and well-managed land systems with limited societal acceptability for bioenergy CCS (BECCS). In P3, societal as well as technological development follows historical patterns and emissions reductions are mainly achieved by changing the way in which energy and products are produced, and to a lesser degree by reductions in demand. In P4, which where there is a slower response to decarbonisation, there is consequently a need for CCS, and more use of negative emissions technology with extensive deployment of BECCS.
The Sustainable Development Scenario of the International Energy Agency’s World Energy Outlook (International Energy Agency, 2018) also achieves the long-term objectives of the Paris agreement, and assumes increases in wind and solar energy, expansion of the electric car fleet, increased energy productivity and deployment of carbon capture utilisation and storage (CCUS) technologies. The Energy Transitions Commission (2017) looks more broadly across the finance and policy landscape and sees decarbonisation as being achieved by four transition strategies running simultaneously facilitated by finance and policy enablers. These are 1) decarbonisation of power combined with extended electrification, 2) decarbonisation of activities which cannot be cost-effectively electrified, 3) acceleration in the pace of energy productivity improvement, and 4) optimization of fossil fuels use within overall carbon budget constraints. The ETC suggests that decarbonisation of power combined with extended electrification could account for the largest share of emissions reductions between now and 2040 with zero-carbon sources (mainly renewables) accounting for up to 80% of the global power mix by 2040.
The ETC’s second strategy, involving decarbonisation of activities like transport or industrial activities such as cement or steel manufacture which cannot be electrified at reasonable cost, is more of a technical challenge and requires CCS. The third looks at efficiency improvements in building insulation, household appliances, transport equipment and industrial processes; and the fourth at optimization of fossil fuel use within overall carbon budget constraints.
Decarbonisation can also be seen within the framework of global development and the United Nations Sustainable Development Goals (SDGs), and particularly SDG7: “Ensure access to affordable, reliable, sustainable and modern energy for all.” The services that energy, both electrical power, but also heat and light provides, improve human, social, economic and environmental conditions; and final energy use and the Human Development Index (HDI) are correlated (Steckel et al., 2013). SDG7 is therefore intimately connected with most of the other 17 SDGs mainly through providing improved living standards, economic growth and activity, and improved environmental protection. However, a central industrial and social challenge of the 21st century is to satisfy growing energy demand while reducing emissions related to energy production, but also to ensure that energy is available to all (Stephenson, 2018; Stephenson, 2021).
The COVID-19 pandemic has influenced energy demand and consumption. The IEA’s Global Energy Review (2021), predicts that global energy demand will increase by 4.6% in 2021, more than offsetting the 4% contraction in 2020 and pushing demand .5% above 2019 levels. Almost 70% of the projected increase in global energy demand is in emerging markets and developing economies. The IEA predicts that demand for all fossil fuels is set to grow significantly in 2021 with coal demand rising. Another likely trend that will influence decarbonisation concerns the energy cost of online activity. Data centres already use 1% of global energy, predominantly for cooling (Masanet et al., 2020; Obringer et al., 2021). As remote and on-line working increases post COVID-19, this component of energy use will increase, and needs to be taken into account in the context of energy demand, access and equity.
Importance of Subsurface Geo-Energy Test Sites
To achieve emissions reductions, several existing and new geo-energy technologies (Stephenson et al., 2019) will therefore be accelerated and developed including abating emissions from fossil fuel power generation including CCS, BECCS, and direct air capture and storage (DACCS), energy storage for grid stabilisation in a renewable power system (aquifer thermal energy storage, ATES; compressed air energy storage, CAES), and decarbonising heat through district heat networks (geothermal heat, thermal storage). These and other technologies have been studied by geologists at laboratory scale and in models and simulations, but also require testing at pilot and demonstration scale and in representative conditions not reproducible in labs and models.
Main Geoscience Questions in Geo-Energy Technologies
CCS involves the capture of carbon dioxide (CO2) from large point sources, such as chemical plants or steelworks, and then storing it in an underground geological formation (Holloway, 2007; Stephenson, 2013). The chief geological question in CCS relates to long-term predictions about submarine or underground storage security (Phelps et al., 2015). Bioenergy with Carbon Capture and Storage (BECCS) is a variant on CCS that uses biofuels rather than fossil fuels as the source combustion material. The choice of combustion material is crucial because it improves the balance of energy and emissions such that BECCS could result in net “negative emissions” (e.g., Rockström et al., 2017), however the geological questions for BECCS are essentially the same as those for CCS. DACCS, involving direct chemical capture from the air, may involve geological storage (e.g., in basalts, Alfredsson et al., 2013) with similar questions over storage security and longevity.
Shallow and deep geothermal extraction and heat storage may provide a way to decarbonise space heating. The distinction between near surface and deep geothermal extraction and storage systems results from the different geochemical and geomechanical characteristics of geothermal reservoirs at different depths, and the different techniques of utilization (Major et al., 2018; Stober and Bucher, 2021). Deep geothermal systems exploit geothermal energy by means of deep boreholes where thermal energy can be used directly and does not require further transformation. Near surface geothermal systems extract thermal energy from the uppermost layer of the Earth’s crust. Typical systems include: ground heat collectors, borehole heat exchangers, boreholes into groundwater, and geothermal energy piles. The exploitation is indirect and requires conversion with, for example heat pumps (Stober and Bucher, 2021). The main geological questions relate to the heat conductivity and specific heat capacity and porosity of deposits (Stober and Bucher, 2021). Enhanced geothermal systems (EGS) use the deep underground as a source of heat for the production of electrical and thermal energy irrespective of the hydraulic properties of the deep heat reservoir through hydraulic stimulation (Stober and Bucher, 2021). Typical target temperatures for EGS systems are above 200°C. EGS may be associated with induced seismicity (Majer et al., 2007). There is potential for “superhot” geothermal (e.g., in Iceland, Árnason, 2020) at a depth of 2 km immediately above a magma body, producing superheated steam reaching 450°C. Technical options for subsurface heat storage include aquifer and borehole thermal energy storage, which in principle enable heat storage in most subsurface geological formations. Using temperatures of up to 90°C allows an increase in storage rates and capacities. Modelling by Major et al. (2018) found storing 90°C water at 2,500 m depth is capable of reproducing, on average 67% of the stored energy, but methods for predicting induced thermal, hydraulic, mechanical and chemical effects need to able to assess the environmental impact of storage.
An emerging theme reflecting the imbalance of supply and demand due to renewables” intermittency is “power to gas” where excess renewable electricity is converted through electrolysis of water to combustible gases with high energy density, e.g. hydrogen and synthetic methane. It involves large cheap storage of fuel gases in geological reservoirs and underground caverns (Ma et al., 2018). The range of geological questions in underground gas storage are many and varied reflecting the variety of geological habitats (depths, rock types and potential uses), and are reviewed by Evans et al. (2009) and Evans (2008).
Pilot and Demonstration Plants
Pilot and demonstration plants (PDPs) represent bridges between generating basic knowledge and technological breakthroughs on the one hand, and industrial applications and commercial adoption on the other (Hellsmark et al., 2016). A pilot plant is defined as a facility that operates discontinuously, partially demonstrates the feasibility of a technology, and is not embedded in the entire value chain. A demonstration plant is defined as a plant that can be operated continuously over an extended period of time; it also demonstrates the entire production process and is embedded in a value chain. PDP investments are often associated with major socio-technical challenges involving significant public support. They also act in the space between 1) public sector investment and private sector investment, and 2) fundamental and applied research and technology development and demonstration (Figure 1).
[image: Figure 1]FIGURE 1 | Pilot and demonstration in the context of technology development. TRL = NASA’s Technology Readiness Levels.
Hellsmark et al. (2016) consider the role of PDPs to be in five areas: risk reduction, learning processes, actors and agency, network performance and management, and institutional pre-conditions (Table 1).
TABLE 1 | Elements of PDPs and geological factors, adapted from Hellsmark et al. (2016).
[image: Table 1]Though PDPs have been developed in the subsurface for new geo-energy technology such as unconventional gas (e.g., the Marcellus Shale Energy and Environment Laboratory, Morgantown, WV, United States) and CCS (e.g., CO2CRC Otway, Otway, VIC, Australia), the bulk of geo-energy technologies are not supported by PDPs that provide insight into the full range of possible geological conditions and variability in which demonstration scale, commercial- or full-scale operations might take place. Those geological conditions require better understanding of rock heterogeneity, fluid flow, and geomechanical and geochemical change, as well as real time monitoring of subsurface changes. Geologists have by and large approached these geological challenges through laboratory scale experiments, simulation and modelling. One factor that has held back the realisation of technologies is the ability to “upscale” between laboratory scale and full operational or commercial scale, as well as the connected problem of the “valley of death” where the absence of a business model prevents implementation (Downey, 2012).
It was realisation of the importance that geo-energy PDPs could play in delivering geological solutions to net zero that prompted the Geological Society conference “The role of subsurface research labs in delivering net zero,” which was convened in February 2021. The purpose of the conference was to gather the community of geoscience test sites together to consider 1) the value of PDPs, 2) where they work well to answer questions, and 3) where there are gaps in capability. This paper summarises some of the findings of the conference.
Key Geoscience Questions for Test Sites
A number of scientific challenges are common to geological decarbonisation technologies. Perhaps the most fundamental of these is the need to characterise rock geochemically and geomechanically (Stephenson et al., 2019). Rock characterisation requires systematic gathering of data from the micrometre to kilometre scale, for example scanning electron microscope studies, isotopic analyses, core scanning, borehole petrophysics, shallow geophysics (e.g., electrical resistivity tomography), 2D and 3D seismic, geological mapping and Earth observation (Figure 2). These contribute to understanding of mineral paragenesis, fracture and faulting development, stratigraphy, permeability, porosity, shear strength; and thence to process understanding, models and direct implementation in technology development, for example, geothermal and radioactive waste disposal.
[image: Figure 2]FIGURE 2 | Different scales of rock characterisation and their applications.
Each of these subsurface technologies comprises several steps in the technology chain:
• characterisation of the resource be it pore space available for disposal or heat resource in place. This is usually achieved through a combination of remote sensing (e.g., geophysical tools) and direct access (boreholes, core and well log data);
• accessing the subsurface through drilling or tunnelling techniques. This includes completion techniques to ensure borehole or tunnel stability and longevity for the lifetime of the resource; safety/resilience of any monitoring tools, infrastructure—and in the case of tunnels—human operators within the subsurface infrastructure; and measures to ensure safety of overlying aquifers or other geological resources;
• safe, efficient and environmentally sustainable operation of the facility; and
• decommissioning.
Each stage of these subsurface operations requires process understanding of the past. present and future behaviour of the rock mass and its interaction with the industrial processes at play: injection, extraction or cycling of fluids for example. In the case of radioactive waste disposal this requires process understanding of the engineered barrier systems and the rock mass for hundreds of thousands of years. At each step monitoring tools require process understanding of the measurands and the likely performance of the tools under subsurface conditions. So PDPs provide the key at-scale process understanding and testing ground for these monitoring tools. PDPs also provide an arena where remediation techniques can be trialled and refined.
In the case of permanent storage of CO2, a combination of core data, wireline log data and seismic image data will be required to characterize subsurface reservoirs, and form the basis for economic decisions on how to use those subsurface stores. This will need strategic investment and a realisation that aspects of decarbonisation will take place in geographical clusters and development corridors where geological and infrastructure conditions are most suited (Stephenson et al., 2019).
For a hydrogen economy, where hydrogen will provide a fuel for cells to drive vehicles, heat houses and power industry, it is likely that large-scale hydrogen storage will be required either from electrolysis of water using excess (renewable) electricity, or in the shorter term by steam methane reforming from natural gas which produces CO2 and hydrogen. While hydrogen from electrolysis provides a low-carbon fuel, hydrogen from natural gas reforming can offer significant scale-up potential for a fledgling industry, but requires the CO2 by-product to be disposed of geologically to mitigate emissions, as in CCS. Deep rock-salt will be used to store hydrogen as part of a large-scale regional hydrogen fuel and heating system where present, but other formations may need to be evaluated where evaporites are absent.
An example is the H21 Leeds City Gate project (Leeds City Gate, 2019) which seeks to convert the existing natural gas network in the UK city of Leeds—used mainly for heat—to hydrogen. A batch of four steam methane reformers on Teeside will produce the hydrogen needed, while the waste CO2 will be captured and disposed of offshore below the southern North Sea. Salt cavern storage in the Tees and York areas will be needed for “intra-day” and “intra-seasonal” swings in demand as heating is turned on and off by consumers. One research question relates to the repeated pressurisation and depressurization that salt will be subject to during storage and its ability as a material to contain hydrogen safely, another relates to the scale of hydrogen storage (size and number of caverns) and the associated geological and engineering factors.
Similarly, the geochemical and geomechanical character of other rock formations from unconsolidated sediment, to sedimentary, metamorphic and igneous rocks, needs to be researched to understand the performance of these materials in hosting dynamic energy-related systems such as low-enthalpy geothermal reservoirs or “hot-dry-rock” reservoirs, and tunnelling for pumped storage construction.
Challenges relating to accessing the subsurface principally lie in the need to reduce risk. An example is in drilling and tunnelling technologies where new net zero applications of geological engineering will be run on a different commercial basis to traditional resource extraction, so reducing drilling and tunnelling costs and/or de-risking the subsurface infrastructure is required to ensure that these projects are commercially viable. The cost of decommissioning needs to be built in to such commercial models. The concept of “design for decommissioning” is increasingly being used in industry in recognition of the legacy left by lack of consideration of decommissioning costs.
Another common challenge is the need to understand better the flow of fluids in the deep subsurface, whether they be warm or hot water, steam, carbon dioxide, natural gas or hydrogen. This is not a trivial task given the presence in the subsurface of several fluid phases, reactive rock, fractures and rock heterogeneity. Flow is important because in technologies like geothermal the flow of useful fluids (hot or warm water) is encouraged, while in other technologies fluid containment is paramount, such as in carbon dioxide storage or radioactive waste disposal. An ability to monitor and verify the subsurface through sophisticated imaging and measuring will also be needed.
A final challenge, perhaps recognised as the most pressing, is to understand public attitudes to subsurface decarbonisation technologies. Research has been done on the way that the public view carbon capture and storage, but there are few studies of technologies such as compressed air energy storage or hydrogen storage that show to stakeholders and the public how these new technologies might function, the footprint of their surface infrastructure and any additional environmental or cost impacts, including lifecycle emissions (McCay et al., 2019). In densely populated countries in Europe and elsewhere it is clear that very high levels of environmental assurance will be needed to gain a social licence to operate.
FUNCTIONING TEST SITES AND THEIR BENEFITS
A non-exhaustive survey of geological PDPs in geo-energy is shown in Table 2. These range from direct air capture of CO2 and basalt sequestration (Hellisheidi, Iceland), to CO2 sequestration in deep saline aquifers (Aquistore), to shale gas (Marcellus Shale Energy and Environment Laboratory), to nuclear waste disposal (Äspö Hard Rock Laboratory), to Superhot geothermal systems (Krafla Magma test bed), and to enhanced geothermal (Basel). In this section, a selection of PDPs in CCS, radioactive waste disposal and coal mine energy featured at the Geological Society conference, and that already function, are described including their benefits to the technology they research, as well as wider benefits.
TABLE 2 | Survey of geological PDPs in geo-energy.
[image: Table 2]Otway International Test Centre (CO2CRC Otway Project) for Geological CO2 Storage
Carbon Capture and Storage (CCS) has been identified as a vital technology for climate mitigation. The IPCC, IEA and the UK’s Committee on Climate Change (CCC) agree that the targets for greenhouse gas emissions, set out in the Paris Agreement, cannot be met without CCS (e.g., Climate Change Committee, 2018). UK net-zero scenarios involve aggregate annual capture and storage of 75–175 MtCO2 in 2050, which would require a major CO2 transport and storage infrastructure servicing at least five industrial clusters and with some CO2 transported by ships or heavy goods vehicles. Industries such as steel, cement, refining chemicals, glass and ceramics all emit CO2 as part of a chemical process required in production. Currently, CCS is the only technology that enables deep decarbonisation for these industries (UKCCS Research Centre website, 2021).
The Otway International Test Centre, Otway, VIC, Australia, is one of the few research CCS test sites in the world. It was established in 2003 by the Cooperative Research Centre for Greenhouse Gas Technologies (CO2CRC) (Cook, 2014). The site is located at the Naylor depleted natural gas field and has the advantage of a local supply of CO2 rich methane from the adjacent Buttress field. CO2CRC have carried out a series of experiments for at-scale geological CO2 storage including measurement, monitoring and verification of the site and its research activities. The development of the site took place in three stages.
Stage 1 involved characterisation of the Naylor field, including 1) design and deployment of a unique bottomhole-assembly for in-reservoir monitoring, 2) drilling of an injection well and 3) design of a test that showed how CO2 would interact with the co-existing natural gas in the field itself (Figure 3). The monitoring program covered atmospheric, soil gas, groundwater, in-reservoir sampling and geophysical monitoring. This monitoring has continued until present, after 65,000 tonnes of gas was injected in 2007–2008.
[image: Figure 3]FIGURE 3 | The geology and research infrastructure of the first stage of the Otway test site: North-south cross-section through the fault-bound CO2 source and sink intervals overlaying seals and aquifers (modified from Jenkins et al., 2012).
Stage 2 involved a series of activities optimising the drilling of a well into a saline aquifer; a push-pull test to understand and quantify residual CO2 saturation; and a geophysical evaluation of how rapidly plume stabilisation occurs after injection ceases. Stage 3 is presently underway, drilling new wells and developing new tests to minimise invasive monitoring methods through geophysical activities and tomography. Research in all three stages has resulted in significant advances in CCS technology.
Throughout its development, the Otway site has been open to visitors, including academia, industry, government, and the public, to observe and contribute to the design and development of tests, testing and validating new monitoring tools and pushing advances in CCS research to support Australian and international commercial developments. Research has also been widely communicated in highly cited peer reviewed publications (e.g., Jenkins et al., 2012; Paterson et al., 2013; Bickle et al., 2020). Other publications (e.g., Cook, 2014) provide insight into the establishment of the test facility and the regulation hurdles overcome to develop the site.
In addition to research into the feasibility of CCS carried out at Otway, the development of the site also provides insights into the management of test sites including developing the correct corporate structure and governance to ensure management of liability and uncertainty in project development and science outcomes (Cook, 2014). The site has also developed methods to involve governments in the formation of the statutory and regulatory frameworks necessary for CCS, and perhaps more importantly provided a practical example to local communities of a successful application of the technology which has enhanced community acceptance and even instilled a local sense of pride in the research being done at the facility. It is recognised that test sites need to be firmly embedded in local and regional geological conditions because only then are the full range of geological variables catered for; but also it is recognised that community acceptance of technology is more likely when it can be shown to work locally (Cook, 2014), and when local people can see the research at first hand. For collaborating industry, the benefits include access to next generation technology, provision of a role in the development of regulation of a new technology, public acceptance and cost savings. For industry, CO2CRC’s research into the management of long-term liability has been particularly useful: modelling the behaviour of the CO2 plume over a 1,000 year period after injection ceases, allows understanding of long term risk for investors and government regulators.
Rock Laboratories in Deep Radioactive Waste Geological Disposal
Nuclear energy is widely considered to be a contributor to low-carbon power production, and nuclear power plants the world over have produced useful power, but also radioactive waste. The United Kingdom, for example, has accumulated a substantial legacy of radioactive waste since the 1940s and will continue to do so for many years into the future. By 2,100, it is likely that in the United Kingdom 2.6 million tonnes of high-level radioactive waste will need to be safely managed, probably within deep caverns constructed specifically for the purpose (McEvoy et al., 2016). Essentially, a geological disposal facility (GDF) makes use of engineered materials and structures, including concrete, metals and clays, as well as the surrounding geological environment, as containment barriers. A big part of containment is the natural arrangement of the rocks that surround the engineered barriers. In many ways this is no different from underground disposal or containment of CO2, for example; however, radionuclides may be hazardous for up to a million years into the future. Thus a fundamental requirement of the geological environment is that its behaviour should be predictable enough to establish very long-term radiological safety. Amongst the factors that need to be assessed are present and future seismic activity, glaciation, uplift and erosion, climate change including sea-level rise, isostasy, and permafrost formation—because all of these processes could compromise the performance of the engineered barriers within a GDF (McEvoy et al., 2016). An assessment of risk involves detailed study of geological processes occurring now and in the recent past in order to understand changes up to 1 million years into the future.
Underground rock laboratories (URL) have been used extensively by radioactive waste management organisations around the world to study these geological processes in order to test the feasibility of deep geological disposal solutions. Examples of specific geological challenges include the processes and time scales of self-sealing of fractures in clay rocks, and comparing models of waste canister or bentonite buffer performance against real performance in test conditions. An example of URL work in the latter aspect of radioactive waste science are large scale gas injection tests e.g., LASGIT (Cuss et al., 2011; Figure 4) where very long term experiments, which are unlikely to be feasible for laboratories in institutes or universities, are carried out.
[image: Figure 4]FIGURE 4 | Large scale gas injection test (LASGIT), Äspö Hard Rock Laboratory, Sweden (courtesy of J. Harrington, BGS).
LASGIT was designed to test part of the Swedish KBS-3 radioactive waste repository concept, where copper and steel canisters containing spent nuclear fuel will be placed in large diameter (∼1.8 m) boreholes drilled into the floor of repository tunnels. The space around each canister will be filled with pre-compacted bentonite blocks, which over time, will draw in the surrounding groundwater and swell, closing up any remaining construction gaps. While the copper/steel canisters are expected to have a very substantial life, it is important to consider the possible impact of groundwater penetrating a canister. Under certain conditions corrosion of the steel insert of each canister will lead to the formation of hydrogen. Radioactive decay of the waste and the radiolysis of water will produce some additional gas. Depending on the gas production rate and the rate of diffusion of gas molecules in the pores of the bentonite, it is possible that gas will accumulate in the void-space of each canister. Recent laboratory work has highlighted a number of uncertainties, notably the sensitivity of the gas migration process to experimental boundary conditions and possible scale-dependency of the measured responses.
These issues have been addressed at the LASGIT full-scale demonstration experiment operated by SKB at the Äspö Hard Rock Laboratory at a depth of 420 m. The objective of LASGIT is to provide quantitative data to improve process understanding and to test and validate modelling approaches which might be used in performance assessment. In the 15 years of its operation, LASGIT has produced a large number of peer-reviewed papers, e.g., Graham et al. (2012) and Cuss et al. (2014). Outputs from the test have confirmed early laboratory results on gas migration behaviour in relation to porewater and swelling pressures and dilatational pathways in bentonite. The research has allowed SKB to answer criticisms by the Swedish nuclear regulator of its treatment of gas in its KBS-3 concept.
Mine Water Thermal Energy
Central to achieving our Net Zero target will be the decarbonisation of heating. Using the shallow subsurface for heating, cooling and thermal storage offers a potentially sustainable low carbon solution. With many towns and cities in Britain located upon disused coalfields, there exist significant opportunities to utilise the warm water in abandoned, flooded coal mines for shallow geothermal energy (e.g., Banks et al., 2017; Harnmeijer et al., 2017; Brabham et al., 2019; Farr et al., 2016; Farr et al., 2020).
Commercial mine water schemes attest to the possibilities for heat recovery and storage (e.g., Verhoeven et al., 2014; Loredo et al., 2016; Banks et al., 2017; Lanchester Wines website, 2021), however capital costs and technical risks are barriers to widespread development (e.g., Townsend et al., 2020). Challenges include hydrogeology and hydrochemistry of the resource and environmental impacts (Banks et al., 2009; Burnside et al., 2016a; Burnside et al., 2016b), stability of mine workings (Todd et al., 2019) and efficient, sustainable engineering and heat extraction. Other issues include ownership of heat (Abesser et al., 2018) and development of regulatory and licensing frameworks (Preene and Younger, 2014; Stephenson et al., 2019).
The UK Geoenergy Observatories (UKGEOS), Glasgow Observatory was established between 2016 and 2020 as an at-scale infrastructure for mine water heat and heat storage research in a representative urban setting (Monaghan et al., 2017a; Monaghan et al., 2019; Monaghan et al., 2021). It comprises 12 boreholes, four research compounds, surface monitoring equipment and open data. At Cuningar Loop, the boreholes are arranged in a triangle to characterise depth and spatial variability in 3D over 10–100 sm (Figure 5). Six of the boreholes targeted mine workings at around 50 m or 85 m. Five are successfully installed with downhole temperature and electrical sensing cables and hydrogeology data loggers to characterise physical and chemical properties. There are five environmental baseline monitoring boreholes drilled to 16–45 m to record environmental change, any impacts from pumping mine water and to give an opportunity for developing new monitoring technologies. A 199 m deep borehole provided a cored reference section and is used for seismic monitoring, part of a suite of environmental monitoring equipment and surveys. Finally, additional research capability for heating or cooling perturbations will be provided by a sealed, open loop and heat centre planned to be installed in early 2022.
[image: Figure 5]FIGURE 5 | 3D block image showing nine of the Glasgow Observatory boreholes in a triangular arrangement at Cuningar Loop, UK. GGA01, GGA04 and GGA07 are screened in the Glasgow Upper mine working and GGA05 and GGA08 in the Glasgow Main mine working. Depth scale on right hand side in metres relative to Ordnance Datum, no vertical exaggeration. Darker grey are superficial deposits.
The Glasgow Observatory is growing the evidence base on how to transfer heat sustainably and economically at-scale, through time, and in unprecedented detail, as well as monitoring and managing any wider impacts of subsurface change.
HOW DO GEO-ENERGY TEST SITES HELP IN THE DEVELOPMENT OF REGULATION?
The development and operation of geo-energy technologies will be controlled through regulation, licencing and permitting. In general, regulations allow activities to happen, while at the same time protecting the environment, property and people. Licences and permits are issued on the understanding that regulations will be followed. Appropriate regulation for subsurface technology will involve understanding the activities and their consequences thoroughly and will neither suppress innovation and appropriate experimentation nor allow unsustainable and damaging practices.
Griffioen et al. (2014) discussed some of the regulatory and policy issues arising from the use of the subsurface in low carbon technology. These take into account the physical and biogeochemical properties of the subsurface in relation to its potential use, and where technical measures can be made to optimise its use. Duration is also important since technology may appropriate the subsurface or some part of it for a period, and following that period it will need to be returned to the condition as before. The use will have to be optimised in the sense that subsurface uses will mutually interact and affect the surface environment, and economic and other human activities. Thus a trade-off between ecosystem services may be required, and consideration of scarcity and sterilisation of useful resources by application of technology. Regulation may in the future require considerations of spatial planning, option assessment, precaution, transparency, responsibility and liability (Griffioen et al., 2014; Monaghan, 2017b; Loveless et al., 2018). Engaging with regulatory bodies and Government in the early stages of research will help in the translation and adoption of research findings for end users. Clearly defined regulations and legislation also enable industry to reach decisions on financial investment that can be uncertain in the absence of regulatory environments.
This regulatory deficit can be perceived by industry as a major risk to investment; not all jurisdictions have relevant regulation for various low emissions activities. In Australia, offshore geological storage regulations are in place (The Commonwealth Offshore Petroleum and Greenhouse Gas Storage Act, 2006), but not for onshore in every state. For example, in Western Australia the Petroleum and Geothermal Energy Resources Act (1967) has no provision for CO2 injection onshore but refers to the Barrow Island Act (2003) as the mechanism allowing CO2 storage for Chevron’s Gorgon Gas Field. Victoria, by contrast has established regulations to enable the CarbonNet project to develop. This is a project that straddles physical boundaries between State and Federal waters and managed through Victorian Greenhouse Gas Geological Sequestration Act (2008) and Victorian Offshore Petroleum and Greenhouse Gas Storage Act (2010) and the earlier mentioned Commonwealth Offshore Petroleum and Greenhouse Gas Storage Act (2006). At a global level, in 2018 the vast majority of countries (<10) had no CCS-specific or relevant laws that could facilitate the whole project lifecycle for a CCS development (Havercroft and Consoli, 2018).
At present in the United Kingdom, the two main uses of the subsurface in our energy systems are for the extraction of fossil hydrocarbons and for management and maintenance of utility infrastructure and related underground assets. Other subsurface energy opportunities such as wider use of geothermal will require careful development of regulations, probably modifications of existing groundwater regulation. In geothermal, one of the key challenges in the United Kingdom is that geothermal heat is regarded as a physical property, not a recoverable (raw) material such as ore or gravel (Abesser et al., 2018). As such, “heat” is not a legally-defined entity and this causes some difficulties for legal ownership and regulation. In other parts of Europe, geothermal heat is defined as a natural resource with clear rules of ownership and regulations similar to those for metals and fossil fuels. Research at test sites provides a unique opportunity to investigate the entire lifespan of subsurface projects. This extends from concept and planning through to decommissioning, and includes investigating: 1) construction in the surface to subsurface and research into land use change; 2) operation including perturbations of the subsurface and research into the changing subsurface; 3) decommissioning including provision, effectiveness, cost and innovation; and 4) legacy including construction with a factored-in sustainable end-plan.
Geo-energy subsurface PDPs have a unique role in providing a bridge between lab and modelling and larger scale commercial or demonstration facilities, allowing science issues of relevance to regulation, licencing and permitting to be examined at scale in controlled environments. An example is the way that the Otway project worked with regulators to examine liability associated with long-term storage of sequestered CO2. No statutory regulations previously existed to define the boundaries of compliance. Oil and gas companies routinely take on liability arising from oil and gas subsurface projects, but sequestered CO2 is assumed to be stored indefinitely, and the company carrying out the sequestration process is unlikely to still be in existence over comparable time frames. Test sites like Otway have helped to answer science questions relevant to forming the right regulatory environment to deal with long term liability, for example research into long-term geochemical trapping of CO2 (e.g., Jenkins et al., 2012). The right regulations will simultaneously encourage investment and technology development, while at the same time will manifestly protect the environment and livelihoods.
In geothermal, heat, although not a substance in the physical sense, behaves like groundwater and is regulated in a similar fashion in the United Kingdom, considering impacts and interactions with existing surface water bodies and existing abstractions or discharges. However heat is not licensed in the United Kingdom, causing problems for developers in protecting their investments. It is envisaged that PDPs (e.g., the UKGEOS Glasgow site) will provide much of the primary science data on the baseline characteristics of surface and groundwater, soil chemistry, baseline seismicity and engineering geology, as well as on resource, replenishment, allowable temperature drop/gain, and any impacts on the environment, to aid appropriate regulation.
ROLE OF TEST SITES IN INTERFACING WITH THE PUBLIC
The subsurface offers many opportunities to decarbonise the energy system, yet despite widespread societal support of a low carbon future, the subsurface technologies that will enable such a transition are often contested, with recent research identifying a complex mix of values and beliefs, social contexts, and types, scales and locations of technology as drivers that shape attitudes and perceptions (Gibson et al., 2016; Stewart and Lewis, 2017; Dickie et al., 2020; Roberts et al., 2021). It is clear that the success of these emergent underground technologies relies heavily on public acceptance and support—as potential adopters, hosts, consumers and proponents of these technologies.
The planning and development of geo-energy PDPs can provide insights into public awareness, understanding of, and attitudes towards, publicly funded geo-energy science. Dickie et al. (2020) reported on participatory workshops that investigated public awareness, understanding of, and attitudes towards publicly funded geo-energy prompted by the development of the UKGEOS Glasgow site. Amongst participants, high levels of awareness and concern about climate change were demonstrated. However, participants showed much lower levels of knowledge of the distribution and storage components of the energy system and in subsurface contributions to low carbon energy. Workshops revealed four inter-linked themes: those of risk, accountability and trust, and the influence of the media. With much debate around the potential risks involved, many participants felt that they needed more information about the benefits and risks of each of the technologies in order to make more informed decisions.
The Otway test site indicates some of the benefits of site development not only for local engagement and acceptance. A baseline survey of public perception of CCS in the area was carried out towards the end of 2005, with permitting activities taking place in 2007. Otway’s local community of Moyne Shire is a dairy farming community with some tourism. Residents had a strong awareness of the land and local environmental issues, and had previous experience with proposals for wind farms and oil and gas exploration. The initial survey found that 33% of people approved of the project and 38% showed a degree of discomfort, with safety being the primary concern. The Otway facility developed a communication plan including meetings with local regulators, councils, and businesses, and individual visits to affected landowners. Three large public meetings were held a year with the project manager and CEO of CO2CRC often in attendance, along with technical specialists and research partners from universities. Information was provided in the form of fact sheets, brochures, a project website, and a regular newsletter sent to residents. A community liaison officer was hired from the local area to act as a trusted point of contact with good existing connections (Ashworth et al., 2010). Some problems were encountered by the project during seismic testing, but in general, the project quickly achieved widespread support, helped by its status as a pioneering research initiative and the associated international exposure for the region (Lockwood, 2017).
DISCUSSION
The value of geo-energy PDPs is in researching rock heterogeneity, fluid flow, and geomechanical and geochemical change, as well as real time monitoring of subsurface changes; all at a scale that is relevant to implementation. They allow geoscientists to take a hypothesis, develop a model, build background laboratory-based concepts, and validate them in field trials, giving a link between concept and “reality.” They gather more data on new geo-engineering processes than before and they provide a route from research to commercialisation by testing new innovations and technologies. They allow the probing of risks and problems and allow “fire drills” to deal with low-likelihood but high-consequence events. Because PDPs work with controlled releases and “known” perturbations, the consequences of success or failure are restricted, the lessons are shared, and new knowledge can be iteratively developed through cycles of testing and validation.
Geo-energy PDPs allow an understanding and foundation for appropriate regulation of geo-energy in the subsurface, for example in CCS and geothermal. They may provide a simple “see and feel” experience of geo-energy for stakeholders including government, industry and the public. They work well when the geology of the test site is relevant to geological problems in question, and when initial programs cover baseline atmospheric, soil gas, groundwater, in-reservoir sampling and geophysical monitoring and continue during and after experiments and perturbations. This allows perturbations and changes to be established and understood better.
Geo-energy PDPs are also more effective when open to stakeholders to observe and contribute to the design and development of tests, and the testing and validating of new monitoring tools, and when they widely communicate science both in peer review publications and other publications and outreach.
Sites can be financed and run under a wide range of business models including public-private partnership, public funded and wholly commercial. Business models must employ suitable governance, as well as contingency, liability and risk management. Their operation can give insights into the way that full commercial and operational scale sites might be run, communicating the reality of a new technology, and their work with industry collaborators can provide de-risking and cost saving benefits at the commercial scale.
Successful PDPs involve regulators in the development of the test site itself and in the design of science that will support the regulator in the long term. New regulation will have to allay public concerns, through regulation, that manifestly protects lives, livelihoods and the environment. Research to support regulation may involve land use change and the changing subsurface; as well as research into decommissioning (provision, effectiveness, cost and innovation) and the long-term legacy of subsurface energy technology. Regulation will have to deal with multiple uses of the subsurface including potential conflicts in use, cumulative effects and optimising for maximum sustainability. As suggested above, engaging with regulatory bodies in the early stages will help in the translation and adoption of research findings for end users. Over-regulation may act as a barrier, not providing the technology developer room to experiment. Also, regulation will have to deal with a mixture of possible commercialisers within the full supply chain of subsurface technology and its linked surface infrastructure (e.g., heat networks, hydrogen transport networks), from SMEs to multinationals.
GAPS IN CAPABILITY IN GEO-ENERGY TEST SITES
The conference discussion identified two main gaps in the capability and ambition of the present array of PDPs. The first and perhaps most urgent and relates to exploration, implementation, operational monitoring and decommissioning in densely populated urban areas.
It is clear that for some subsurface technologies to be viable, for example low temperature aquifer geothermal and heat/coolth storage, they will have to be operated in densely populated urban areas because low grade heat will not be retained if transported far. How do we design low cost, high resolution, inconspicuous and unobtrusive seismic and other monitoring for a seismically noisy urban environment with a sensitive human population? Subsurface monitoring has to-date mainly been concerned with oil and gas installations but in many low carbon geo-energy technologies monitoring is more difficult than in oil and gas; for example in geothermal, cold/warm water interfaces are harder to detect than oil/gas or gas/water contacts. PDPs for ATES and coal mine energy are in development, for example the Rijswijk Centre for Sustainable Geo-energy (RCSG) which considers testing of new multilateral drilling techniques known from the oil and gas sector to reduce the footprint of drilling at the surface. The Technical University Delft is developing various low cost, inobtrusive monitoring methods. The UKGEOS Glasgow Observatory also aims at novel monitoring techniques such as electrical resistivity tomography. However a range of PDPs researching monitoring techniques for different geologies, for example for urban areas on hard rock as opposed to soft rock, may be appropriate, or PDPs for coastal and inland locations.
The second gap concerns the need for test facilities to analyse the reactivation and transmissivity of faults. The occurrence of faults places extra risks on subsurface technology and development because faults are the locus for seismic events and because faults can both transmit and prevent fluid flow (Faulkner et al., 2010). This has implications for hydrocarbon production and seismicity (e.g., Suckale 2010), geothermal energy production (e.g., Majer et al., 2007), wastewater disposal in depleted reservoirs (Ellsworth 2013) and geological storage of CO2 (Nicol et al., 2011; Burnside et al., 2013), as well as natural gas and hydrogen storage (McMahon et al., 2020).
Although laboratory research and modelling provide valuable knowledge, the following science questions could be addressed at a fault test site: 1) investigation of the field-scale properties necessary to evaluate frictional reactivation of the faults (coefficient of friction, shear stress); 2) measurement of at-scale in situ flow properties to provide further insight into the sealing potential of faults (permeability, anisotropy); 3) integration of fault-associated wireline, geological core testing and core scanner data; and 4) investigation of safe drilling and well completion practices within fault zones. These would allow assessments of the properties of faults and how they impact on natural processes such as fluid flow at length scales well beyond those achievable in the lab, and an important test bed for technologies to deal with the hazards posed by faults, such as fluid ingress, induced seismicity, wellbore stability and cross-fault pressure changes. Figure 6 shows a concept for cross fault borehole array research site.
[image: Figure 6]FIGURE 6 | Concept for cross fault borehole array research site.
RECOMMENDATIONS AND FURTHER DISCUSSION POINTS
The conference participants thought that PDPs are generally undervalued in geoscience, in comparison with other disciplines such as physics and astronomy; and especially in view of the fact that due to net zero, there is a pressing need to for geo-energy technologies to be tested in real world conditions. The recommendations and discussion points from the workshop were as follows:
(1) The geo-energy community should first decide on the main science questions and decide what can be carried out at the present set of geo-energy PDPs. Those that cannot be addressed at existing facilities, could if important enough, be the basis for new PDPs, through a clear science plan and funding avenue. Such work will involve forming a more cohesive PDP community, perhaps an alliance, that recognises that many geoscience questions are similar across technologies, for example in relation to compressed air energy storage or hydrogen storage, but also that the community will receive a higher profile with a unified approach.
(2) The configuration of funding and operational support is clearly important with some geo-energy PDPs operating as purely commercial ventures (e.g., Avalon Borehole Test Facility, Rosemanowes Quarry, Penryn), as public-private partnerships (e.g., Otway) and as public sector entities (e.g., UKGEOS Glasgow). How can investment be encouraged from the public and private sector? How are the activities likely to be different in geo-energy test sites that are commercially owned and run from those that are entirely publicly owned? How can public-private partnerships be developed for test sites? What business models and governance work best in these three options? How is the balance of CAPEX versus OPEX handled over time? A community of geo-energy PDP scientists or an alliance of existing geo-energy PDPs could set a group to consider these questions. Contributors to the conference suggested that for geo-energy PDPs already in development, alliances could also be established to encourage shared best practice including risk management, joint science and innovation strategies, attempts at data interoperability and international collaboration.
(3) Geoscience platforms exist already that may provide support for test site development. For example EPOS, the European Plate Observing System, is a long-term plan to facilitate integrated use of data, data products, and facilities from distributed research infrastructures for solid Earth science in Europe. EPOS aims mainly at geo-hazards and geodynamic phenomena relevant to the environment and human welfare, but contains am ambition to facilitate geo-energy infrastructure harmonisation. The European Carbon Dioxide Capture and Storage Laboratory Infrastructure (ECCSEL) was established in June 2017 as a permanent pan-European distributed research infrastructure, ERIC (European Research Infrastructure Consortium). The five European founding member countries (France, Italy, Netherlands, United Kingdom and Norway, offer open access to 79 CCS research facilities across Europe. The Deep-time Digital Earth programme of the International Union of Geological Sciences (Wang et al., 2021) will also provide digital platforms and interoperability tools to support data management and harmonisation. How can existing platforms be used to support experimental field scale science?
(4) Finally it was considered that geo-energy PDPs should be able to learn from exemplars of collaborative science using big infrastructure, for example, astronomy and physics, from the way that science plans are developed, to the way that funding and investment is sought, to governance, and to the ways that test sites work together.
AUTHOR CONTRIBUTIONS
MHS, conception, planning and writing; DM, writing; MJS, writing; LS, writing; ZS, writing; AM, writing.
ACKNOWLEDGMENTS
Thanks to Becky Goddard of the Geological Society for helping to organise the conference, and the Director of the British Geological Survey for permission to publish.
REFERENCES
 Abesser, C., Schofield, D. I., Busby, J., and Bonsor, H. (2018). Who Owns (Geothermal) Heat? British Geological Survey Science Briefing Paper, Available at: http://nora.nerc.ac.uk/id/eprint/523369/1/whoOwnsGeothermalHeat.pdfGoogle Scholar
 Alfredsson, H. A., Oelkers, E. H., Hardarsson, B. S., Franzson, H., Gunnlaugsson, E., and Gislason, S. R. (2013). The Geology and Water Chemistry of the Hellisheidi, SW-Iceland Carbon Storage Site. Int. J. Greenhouse Gas Control. 12, 399–418. doi:10.1016/j.ijggc.2012.11.019
 Árnason, K. (2020). New Conceptual Model for the Magma-Hydrothermal-Tectonic System of Krafla, NE Iceland. Geosciences 10 (1), 34. doi:10.3390/geosciences10010034
 Ashworth, P., Bradbury, J., Feenstra, C. F. J., Greenberg, S., Hund, G., Mikunda, T., et al. (2010). Communication, Project Planning and Management for Carbon Capture and Storage Projects: An International Comparison. EP 104273. Australia. Commonwealth Scientific and Industrial Research Organisation, 221. 
 Banks, D., Fraga Pumar, A., and Watson, I. (2009). The Operational Performance of Scottish Minewater-Based Ground Source Heat Pump Systems. Q. J. Eng. Geology. Hydrogeology 42, 347–357. doi:10.1144/1470-9236/08-081
 Banks, D., Athresh, A., Al-Habaibeh, A., and Burnside, N. (2017). Water from Abandoned Mines as a Heat Source: Practical Experiences of Open- and Closed-Loop Strategies, United Kingdom. Sustain. Water Resour. Manag. 5, 29–50. doi:10.1007/s40899-017-0094-7
 Barrow Island Act (2003). Barrow Island Act. Available at: https://www.legislation.wa.gov.au/legislation/statutes.nsf/main_mrtitle_76_homepage.html (Accessed 6 22, 2021). 
 Bickle, M. J., Stevenson, E. I., and Haese, R. R. (2020). Sr-isotopic Ratios Trace Mixing and Dispersion in CO2 Push-Pull Injection Experiments at the CO2CRC Otway Research Facility, Australia. Chem. Geology. 538, 119489. doi:10.1016/j.chemgeo.2020.119489
 Brabham, P., ManjuThomas, M., Thomas, H., Farr, G., Francis, R., Sahid, R., et al. (2019). The Potential Use of Mine Water for a District Heating Scheme at Caerau, Upper Llynfi valley, South Wales, UK. Q. J. Eng. Geology. Hydrogeology 53, 145–158. doi:10.1144/qjegh2018-213
 Burnside, N. M., Shipton, Z. K., Dockrill, B., and Ellam, R. M. (2013). Man-made versus Natural CO2 Leakage: A 400 k.Y. History of an Analogue for Engineered Geological Storage of CO2. Geology 41, 471–474. doi:10.1130/G33738.1
 Burnside, N. M., Banks, D., and Boyce, A. J. (2016a). Sustainability of thermal Energy Production at the Flooded Mine Workings of the Former Caphouse Colliery, Yorkshire, United Kingdom. Int. J. Coal Geology. 164, 85–91. doi:10.1016/j.coal.2016.03.006
 Burnside, N. M., Banks, D., Boyce, A. J., and Athresh, A. (2016b). Hydrochemistry and Stable Isotopes as Tools for Understanding the Sustainability of Minewater Geothermal Energy Production from a 'standing Column' Heat Pump System: Markham Colliery, Bolsover, Derbyshire, UK. Int. J. Coal Geology. 165, 223–230. doi:10.1016/j.coal.2016.08.021
 Climate Change Committee(2018). CCC Welcomes Government’s Recommitment to Carbon Capture and Storage Technology - Climate Change Committee (theccc.org.uk). 
 Cook, P. J. (2014). Geologically Storing Carbon: Learning from the Otway Project Experience. CSIRO Publishing. 
 Cuss, R. J., Harrington, J. F., Noy, D. J., Wikman, A., and Sellin, P. (2011). Large Scale Gas Injection Test (Lasgit): Results from Two Gas Injection Tests. Phys. Chem. Earth, Parts A/B/C 36, 1729–1742. ISSN 1474-7065. doi:10.1016/j.pce.2011.07.022
 Cuss, R. J., Harrington, J. F., NoyGraham, D. J. C. C., Graham, C. C., and Sellin, P. (2014). Evidence of Localised Gas Propagation Pathways in a Field-Scale Bentonite Engineered Barrier System; Results from Three Gas Injection Tests in the Large Scale Gas Injection Test (Lasgit). Appl. Clay Sci. 102, 81–92. ISSN 0169-1317. doi:10.1016/j.clay.2014.10.014
 Dickie, J., Watson, E., and Napier, H. (2020). Evaluating the Relationship between Public Perception, Engagement and Attitudes towards Underground Energy technologiesBGS Report Open Report OR/20/056. 
 Downey, F. (20122012). Response to the House of Commons Science and Technology Select Committee Bridging the “valley of Death”: Improving the Commercialisation of Research Inquiry from Engineering the Future. The Royal Academy of Engineering. 
 Ellsworth, W. L. (2013). Injection-Induced Earthquakes. Science 341, 1225942. doi:10.1126/science.1225942
 Energy Transitions Commission (20172017). Better Energy. Greater Prosperity. 
 European Commission (2020). Final Report Summary - HELIX (High-End cLimate Impacts and eXtremes). Available at: https://cordis.europa.eu/project/id/603864/reporting (accessed 12 07, 2020). 
 Evans, D., Stephenson, M. H., and Shaw, R. P. (2009). The Use of Britain’s Subsurface. Land Use Policy 134, 34–58. 
 Evans, D. (2008). An Appraisal of Underground Gas Storage Technologies and Incidents, for the Development of Risk Assessment methodologyReport by the British Geological Survey to the Health & Safety Executive (HSE), HSE Research Report Series. Number RR605 Available at: http://www.hse.gov.uk/research/rrpdf/rr605.pdf. 350pp. 
 Farr, G., Sadasivam, S., ManjuWatson, I. A., Watson, I. A., Thomas, H. R., and Tucker, D. (2016). Low Enthalpy Heat Recovery Potential from Coal Mine Discharges in the South Wales Coalfield. Int. J. Coal Geology. 164, 92–103. doi:10.1016/j.coal.2016.05.008
 Farr, G., Busby, J., Wyatt, L., Crooks, J., Schofield, D. I., and Holden, A. (2020). The Temperature of Britain's Coalfields. Q. J. Eng. Geology. Hydrogeology 54, qjegh2020–109. doi:10.1144/qjegh2020-109
 Faulkner, D. R., Jackson, C. A. L., Lunn, R. J., Schlische, R. W., Shipton, Z. K., Wibberley, C. A. J., et al. (2010). A Review of Recent Developments Concerning the Structure, Mechanics and Fluid Flow Properties of Fault Zones. J. Struct. Geology. 32, 1557–1575. doi:10.1016/j.jsg.2010.06.009
 Gibson, H., Stewart, I. S., Pahl, S., and Stokes, A. (20162016). A "mental Models" Approach to the Communication of Subsurface Hydrology and Hazards. Hydrol. Earth Syst. Sci. 20, 1737–1749. doi:10.5194/hess-20-1737-2016
 Graham, C. C., Harrington, J. F., Cuss, R. J., and Sellin, P. (2012). Gas Migration Experiments in Bentonite: Implications for Numerical Modelling. Mineral. Mag. 76, 3279–3292. doi:10.1180/minmag.2012.076.8.41
 Griffioen, J., van Wensem, J., Oomes, J. L. M., Barends, F., Breunese, J., Bruining, H., et al. (2014). A Technical Investigation on Tools and Concepts for Sustainable Management of the Subsurface in The Netherlands. Sci. Total Environ. 485-486, 810–819. ISSN 0048-9697. doi:10.1016/j.scitotenv.2014.02.114
 Harnmeijer, J., Schlicke, A., Barron, H., Banks, D., Townsend, D., Steen, P., et al. (2012). Fortissat Minewater Geothermal District Heating Project: Case Study. Eng. Tech. Reference 1, 1–8. doi:10.1049/etr.2016.0087
 Havercroft, I., and Consoli, C. (2018). Global CCS Institute Thought Leadership Report, the Carbon Capture and Storage Readiness Index 2018, Is the World Ready for Carbon Capture and Storage. Available at: https://www.globalccsinstitute.com/archive/hub/publications/202108/ccs-readiness-index-2018global-ccs-institute-2018digital.pdf (Accessed 6 22, 2021). 
 Hellsmark, H., Frishammar, J., Söderholm, P., and Ylinenpää, H. (2016). The Role of Pilot and Demonstration Plants in Technology Development and Innovation Policy. Res. Pol. 45, 1743–1761. ISSN 0048-7333. doi:10.1016/j.respol.2016.05.005
 Holloway, S. (2007). Carbon Dioxide Capture and Geological Storage. Phil. Trans. R. Soc. A. 365, 1095–1107. doi:10.1098/rsta.2006.1953
 Intergovernmental Panel on Climate Change (2018). “Summary for Policymakers,” in Global Warming of 1.5°C. An IPCC Special Report on the Impacts of Global Warming of 1.5°C above Pre-industrial Levels and Related Global Greenhouse Gas Emission Pathways, in the Context of Strengthening the Global Response to the Threat of Climate Change, Sustainable Development, and Efforts to Eradicate Poverty ed . Editor V. Masson-Delmotte, et al. (Geneva, Switzerland: World Meteorological Organization). 
 Intergovernmental Panel on Climate Change (2019). Chapter 4- Executive Summary. Special Report on the Ocean and Cryosphere in a Changing Climate Summary for Policymakers. 
 International Energy Agency (2018). World Energy Outlook, 714. 
 Jenkins, C. R., Cook, P. J., Ennis-King, J., Undershultz, J., Boreham, C., Dance, T., et al. (2012). Safe Storage and Effective Monitoring of CO2 in Depleted Gas fields. Proc. Natl. Acad. Sci. 109, E35–E41. doi:10.1073/pnas.1107255108
 Lanchester Wines website (2021) Lanchester Wines Website. Available at: https://www.lanchesterwines.co.uk/what-we-do/sustainability/ (Accessed May 2021)
 Leeds City Gate (2019). Leeds City Gate. Available at: https://www.northerngasnetworks.co.uk/wp-content/uploads/2017/04/H21-Report-Interactive-PDF-July-2016.compressed.pdf. 
 Lockwood, T. (2017). Public Outreach Approaches for Carbon Capture and Storage Projects. IEA Clean Coal Centre. 
 Loredo, C., Ordóñez, A., Garcia-Ordiales, E., Álvarez, R., Roqueñi, N., Cienfuegos, P., et al. (2017). Hydrochemical Characterization of a Mine Water Geothermal Energy Resource in NW Spain. Sci. Total Environ. 576, 59–69. doi:10.1016/j.scitotenv.2016.10.084
 Loveless, S. E., Bloomfield, J. P., Ward, R. S., Hart, A. J., Davey, I. R., and Lewis, M. A. (2018). Characterising the Vertical Separation of Shale-Gas Source Rocks and Aquifers across England and Wales (UK). Hydrogeol J. 26, 1975–1987. doi:10.1007/s10040-018-1737-y
 Ma, J., Li, Q., Kühn, M., and Nakaten, N. (2018). Power-to-gas Based Subsurface Energy Storage: A Review. Renew. Sustain. Energ. Rev. 97, 478–496. doi:10.1016/j.rser.2018.08.056
 Majer, E. L., Baria, R., Stark, M., Oates, S., Bommer, J., Smith, B., et al. (2007). Induced Seismicity Associated with Enhanced Geothermal Systems. Geothermics 36, 185–222. doi:10.1016/j.geothermics.2007.03.003
 Major, M., Poulsen, S. E., and Balling, N. (2018). A Numerical Investigation of Combined Heat Storage and Extraction in Deep Geothermal Reservoirs. Geotherm Energy 6, 1. doi:10.1186/s40517-018-0089-0
 Masanet, E., Shehabi, A., Lei, N., Smith, S., and Koomey, J. (2020). Recalibrating Global Data center Energy-Use Estimates. Science 367 (6481), 984–986. doi:10.1126/science.aba3758
 McCay, A. T., Feliks, M. E. J., and Roberts, J. J. (2019). Life Cycle Assessment of the Carbon Intensity of Deep Geothermal Heat Systems: A Case Study from Scotland. Sci. Total Environ. 685, 208–219. doi:10.1016/j.scitotenv.2019.05.311
 McEvoy, F. M., Schofield, D. I., Shaw, R. P., and Norris, S. (2016). Tectonic and Climatic Considerations for Deep Geological Disposal of Radioactive Waste: A UK Perspective. Sci. Total Environ. 571, 507–521. doi:10.1016/j.scitotenv.2016.07.018
 McMahon, C. J., Roberts, J. J., Johnson, G., Shipton, Z. K., and Edlmann, K. (2020). “Geological Storage of Hydrogen: Learning from Natural Analogues,” in EGU General Assembly Conference Abstracts EGU2020-18548. doi:10.5194/egusphere-egu2020-18548
 Monaghan, A. A., O’Dochartaigh, B., Fordyce, F., Loveless, S., Entwisle, D., Quinn, M., et al. (2017a). UKGEOS: Glasgow Geothermal Energy Research Field Site (GGERFS): Initial Summary of the Geological Platform. Nottingham, UK: British Geological Survey Open Report. OR/17/006. http://nora.nerc.ac.uk/id/eprint/518636/. 
 Monaghan, A. A., Starcher, V., Ó Dochartaigh, B. E., Shorter, K. M., and Burkin, J. (2019). UK Geoenergy Observatories: Glasgow Geothermal Energy Research Field Site: Science Infrastructure Version 2British Geological Survey Open Report. OR/19/032, Available at: http://nora.nerc.ac.uk/id/eprint/522814/. 
 Monaghan, A. A., Starcher, V., Barron, H. F., Shorter, K., Walker-Verkuil, K., Elsome, J., et al. (2021). Drilling into Mines for Heat: Geological Synthesis of the UK Geoenergy Observatory in Glasgow and Implications for Mine Water Heat Resources. Q. J. Eng. Geology. Hydrogeology , qjegh2021-033. doi:10.1144/qjegh2021-033
 Monaghan, A. A. (2017b). Unconventional Energy Resources in a Crowded Subsurface: Reducing Uncertainty and Developing a Separation Zone Concept for Resource Estimation and Deep 3D Subsurface Planning Using Legacy Mining Data. Sci. Total Environ. 601-602, 45–56. doi:10.1016/j.scitotenv.2017.05.125
 Naumann, G., Alfieri, L., Wyser, K., Mentaschi, L., Betts, R. A., Carrao, H., et al. (2018). Global Changes in Drought Conditions under Different Levels of Warming. Geophys. Res. Lett. 45, 3285–3296. doi:10.1002/2017GL076521
 Nicol, A., Carne, R., Gerstenberger, M., and Christophersen, A. (2011). Induced Seismicity and its Implications for CO2 Storage Risk. Energ. Proced. 4, 3699–3706. doi:10.1016/j.egypro.2011.02.302
 Obringer, R., Rachunok, B., Maia-Silva, D., Arbabzadeh, M., Nateghi, R., and Madani, K. (2021). The Overlooked Environmental Footprint of Increasing Internet Use. Resour. Conservation Recycling 167, 105389. doi:10.1016/j.resconrec.2020.105389
 Pacala, S., and Socolow, R. (2004). Stabilization Wedges: Solving the Climate Problem for the Next 50 Years with Current Technologies. Science 305, 968–972. doi:10.1126/science.1100103
 Paterson, L., Boreham, C., Bunch, M., Dance, T., Ennis-King, J., Freifeld, B., et al. (2013). Overview of the CO2CRC Otway Residual Saturation and Dissolution Test. Energ. Proced. 37, 6140–6148. doi:10.1016/j.egypro.2013.06.543
 Phelps, J. J. C., Blackford, J. C., Holt, J. T., and Polton, J. A. (2015). Modelling Large-Scale CO 2 Leakages in the North Sea. Int. J. Greenhouse Gas Control. 38, 210–220. doi:10.1016/j.ijggc.2014.10.013
 Preene, M., and Younger, P. L. (2014). Can You Take the Heat? - Geothermal Energy in Mining. Mining Tech. 123, 107–118. doi:10.1179/1743286314Y.0000000058
 Roberts, J. J., Bond, C. E., and Shipton, Z. K. (2021). Fracking Bad Language: Hydraulic Fracturing and Earthquake Risk. Geosci. Commun. 4, 1–25. doi:10.5194/gc-4-1-2021
 Rockström, J., Gaffney, O., Rogelj, J., Meinshausen, M., Nakicenovic, N., and Schellnhuber, H. (2017). A Roadmap for Rapid Decarbonisation. Science 355, 1269–1271.
 Slater, T., Hogg, A. E., and Mottram, R. (2020). Ice-Sheet Losses Track High-End Sea-Level Rise Projections. Nat. Clim. Chang. 10, 879–881. doi:10.1038/s41558-020-0893-y
 Steckel, J. C., Brecha, R. J., Jakob, M., Strefler, J., and Luderer, G. (2013). Development without Energy? Assessing Future Scenarios of Energy Consumption in Developing Countries. Ecol. Econ. 90, 53–67. doi:10.1016/j.ecolecon.2013.02.006
 Stephenson, M. H., Ringrose, P., Geiger, S., Bridden, M., and Schofield, D. (2019). Geoscience and Decarbonization: Current Status and Future Directions. Pet. Geosci. 25, 501–508. doi:10.1144/petgeo2019-084
 Stephenson, M. H. (2013). Returning Carbon to Nature; Coal, Carbon Capture, and Storage Elsevier. Amsterdam 143, 51-6196. doi:10.5860/choice.51-6196
 Stephenson, M. H. (2018). Energy and Climate Change: An Introduction to Geological Controls, Interventions and Mitigations’ Elsevier. Amsterdam 186, 175–178. doi:10.1016/b978-0-12-812021-7.00009-9
 Stephenson, M. H. (2021). “Affordable and Clean Energy,” in Geosciences and the Sustainable Development Goals. Sustainable Development Goals Series ed . Editors J. C. Gill, and M. Smith ( Springer). doi:10.1007/978-3-030-38815-7_7
 Stewart, I. S., and Lewis, D. (20172017). Communicating Contested Geoscience to the Public: Moving from ‘matters of Fact’ to ‘matters of Concern. Earth-Science Rev. 174, 122–133. doi:10.1016/j.earscirev.2017.09.003
 Stober, I., and Bucher, K. (2021). Geothermal Energy from Theoretical Models to Exploration and Development. Springer 390pp. 
 Suckale, J. (2010). Moderate-to-large Seismicity Induced by Hydrocarbon Production. The Leading Edge 29, 310–319.
 The Commonwealth Offshore Petroleum and Greenhouse Gas Storage Act2006The Commonwealth Offshore Petroleum and Greenhouse Gas Storage ActAvailable at: https://www.legislation.gov.au/Details/C2021C00053 Accessed 22/6/2020
 Todd, F., McDermott, C., Harris, A. F., Bond, A., and Gilfillan, S. (2019). Coupled Hydraulic and Mechanical Model of Surface Uplift Due to Mine Water Rebound: Implications for Mine Water Heating and Cooling Schemes. Scottish J. Geology. 55, 124–133. doi:10.1144/sjg2018
 Townsend, D., Naismith, J. D. A., Townsend, P. J., Milner, M. G., and Fraser, U. T. (2020). “‘On the Rocks’ – Exploring Business Models for Geothermal Heat in the Land of Scotch,” in Proceedings World Geothermal Congress 2020 (Reykjavik, Iceland. https://pangea.stanford.edu/ERE/db/WGC/papers/WGC/2020/08025.pdfGoogle Scholar. 
 UKCCS Research Centre website (2021) UKCCS Research Centre WebsiteAvailable at: https://ukccsrc.ac.uk/ccs-explained/
 UN Environment Programme (2019). Emissions Gap Report 2019. Available at: https://www.unenvironment.org/resources/emissions-gap-report-2019. 
 Verhoeven, R., Willems, E., Harcouët-Menou, V., De Boever, E., Hiddes, L., Op’T Veld, P., et al. (2014). Minewater 2.0 Project in Heerlen the Netherlands: Transformation of a Geothermal Mine Water Pilot Project into a Full Scale Hybrid Sustainable Energy Infrastructure for Heating and Cooling. Energ. Proced. 46, 58–67. doi:10.1016/j.egypro.2014.01.158
 Victorian Greenhouse Gas Geological Sequestration Act (2008). Victorian Greenhouse Gas Geological Sequestration Act. Available at: https://www.legislation.vic.gov.au/in-force/acts/greenhouse-gas-geological-sequestration-act-2008/013 (Accessed 6 22, 2021). 
 Victorian Offshore Petroleum and Greenhouse Gas Storage Act (2010). Victorian Offshore Petroleum and Greenhouse Gas Storage Act. Available at: https://www.legislation.vic.gov.au/in-force/acts/offshore-petroleum-and-greenhouse-gas-storage-act-2010 (Accessed 226, 2021). 
 Wang, C., Hazen, R. M., Cheng, Q., Stephenson, M. H., Zhou, C., Fox, P., et al. (2021). The Deep-Time Digital Earth Program: Data-Driven Discovery in Geosciences. Natl. Sci. Rev . doi:10.1093/nsr/nwab027
 Western Australia Petroleum and Geothermal Energy Resources ActWestern Australia Petroleum and Geothermal Energy Resources Act (1967) Available at: https://www.legislation.wa.gov.au/legislation/statutes.nsf/main_mrtitle_704_homepage.html (Accessed 22/6/2021)
Conflict of Interest: MHS was employed by the company Stephenson Geoscience Consulting for part of the work.
The remaining authors declare that the research was conducted in the absence of any commercial or financial relationships that could be construed as a potential conflict of interest.
Copyright © 2022 Stephenson, Manning, Spence, Stalker, Shipton and Monaghan. This is an open-access article distributed under the terms of the Creative Commons Attribution License (CC BY). The use, distribution or reproduction in other forums is permitted, provided the original author(s) and the copyright owner(s) are credited and that the original publication in this journal is cited, in accordance with accepted academic practice. No use, distribution or reproduction is permitted which does not comply with these terms.


[image: image]


OPS/images/esss-01-10041/esss-01-10041-g001.gif





OPS/images/esss-01-10041/esss-01-10041-g002.gif
A T Awmle 290 f o Ui s EeE
A e

=

=]

P

BE






OPS/images/esss-01-10041/esss-01-10041-g003.gif
Data Preparation CO, Capacity Analysis.

[ Sosmecaua | Filan o

I
g coman| i
oot soneiif &

[

[ 4

e

G |

Example closure

’.,,_

s

GO Slonage:
_sie lenificaion

Effective storage capacity = GRV x N:G x porosity x CO, density x Storage Efficiency





OPS/images/esss-01-10041/esss-01-10041-g004.gif
e aal

St oy

CEETrE:

Veomses R

s emod v CA ],

el wilh CALT

Covts

TOTTE VI 060808 R0

o

Tiwain

T T T






OPS/images/esss-02-10047/math_2.gif
ol
COPigea = @

Norrer





OPS/images/esss-02-10047/math_3.gif
@)





OPS/images/esss-02-10047/math_4.gif
COP,ctuat = 1COPigear





OPS/images/esss-01-10041/crossmark.jpg
©

|





OPS/images/esss-02-10047/inline_8.gif





OPS/images/esss-02-10047/math_1.gif
AT =M+ Aun
o (-m+p.con

[0





OPS/images/esss-01-10041/esss-01-10041-g012.gif





OPS/images/esss-01-10041/esss-01-10041-g013.gif
<zam | 2149m | ursoonn

Elemant ap:

SAND CONNECTIVITY

L8] skade Fm. CC Summary Map_






OPS/images/esss-01-10041/esss-01-10041-g014.gif
[a]

njecton st
o

[€TTTop Skade Fm.] [ Accumuaton

o 00 rget

| wigraton patn
| No Aquier
T






OPS/images/esss-01-10041/esss-01-10041-g008.gif
|Aquifer Avg. Porosity|

oo Ao

N Sodspnnaizme

== lgocans Uncortomiy
Dl G,

eis

 Wals without culfts

o Wels s CALI log
cuofs

© Unusatie wells
oty s )

® Unusabl walls
Loty o s 05)






OPS/images/esss-01-10041/esss-01-10041-g009.gif





OPS/images/esss-01-10041/esss-01-10041-g010.gif
AT “Fu‘lmmhrnﬂcknrss

Adifer
[Thickness

Top Skade Fm.






OPS/images/esss-01-10041/esss-01-10041-g011.gif





OPS/images/esss-01-10041/esss-01-10041-g005.gif





OPS/images/esss-01-10041/esss-01-10041-g006.gif





OPS/images/esss-01-10041/esss-01-10041-g007.gif





OPS/images/esss-02-10047/esss-02-10047-g011.gif





OPS/images/esss-02-10047/esss-02-10047-g012.gif





OPS/images/esss-02-10047/esss-02-10047-g007.gif





OPS/images/esss-02-10047/esss-02-10047-g008.gif





OPS/images/esss-02-10047/esss-02-10047-g009.gif
EDINSURGH






OPS/images/esss-02-10047/esss-02-10047-g010.gif





OPS/images/esss-02-10047/esss-02-10047-g003.gif
LI s T T





OPS/images/esss-02-10047/esss-02-10047-g004.gif
5o
Temperatue Profles of the 8HE2__ Rata of Work Consumption for constant hest axtracton BHE2

— ety |1
B o Mo Gasuaery
{
Fon
¥ tme e N ‘ meean
o
€ o Comime oo et ot oo o s 0y
T — . — o1
04 7 Mo Gaobatery % — ez
- B ——
£ fu
g”' T
b 4
“ S

Y A, Csoat Prime target timereroirt 53





OPS/images/esss-02-10047/esss-02-10047-g005.gif
BHEI&BRES BHEZ&BHES

E——

RO e





OPS/images/esss-02-10047/esss-02-10047-g006.gif





OPS/images/esss-02-10047/inline_7.gif
[





OPS/images/esss-02-10047/inline_3.gif





OPS/images/esss-02-10047/inline_4.gif





OPS/images/esss-02-10047/inline_5.gif
fIth.rev





OPS/images/esss-02-10047/inline_6.gif





OPS/images/esss-02-10047/esss-02-10047-t001.jpg
Formation ‘Seam name Altemative seam names

Upper limestone South Parrot Splint
Limestone coal Mavis Rumbles, parrot, gas
Great Great mid, great bottom, woodmuir smithy
Stairhead Diamond
Gillespie Upper siller willie, diver, first fireclay, johnstone, wilsontown main
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No. 1 Ironstone
Craigie
Lower Kaleblades No 2 diamond, upper diamond, litle splint, corbie splin, penston rough, lower diamond, corbie
South Four foot, peacock, stinkie, third fireclay
North Parrot, hauchieli, amiston parrot, blue, jewel

Lower limestone North Greens
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Full reservoir thickness Top to spill point

Prospect Apex Max. closure  Well used  Porosity GRV N:G sc GRV N:G sC TSP:FRT cc Well
no. depth (m)  height (m) for N:G ®%) (MM sm?) (Mtcoy) (MM Sm?) (Mtco;) (%)  score pen.
Utsira formation
1 709 37 30/2-2 35 6,930 1.00 61 616 1.00 21 89 0
3 ) 63 30/2-1 35 5,550 092 45 1,230 093 40 221 0
5 40 30/3-2R 35 4010 090 32 517 1.00 18 129 0
8 32 34/10-23 36 2,090 095 18 285 091 9 136 0
mn 37 35/10-2 33 1,290 0.58 6 364 0.58 7 282 0
12 30 34/121 33 976 072 6 164 072 4 16.8 0
15 33 30/3-1R 34 580 0.91 5 172 094 5 297 0
Skade formation
2 730 60 30/8-2 36 5,390 095 46 781 09 25 145 0
4 727 54 30/8-2 37 4,030 095 35 575 09 19 14.3 0
6 702 63 30/7-7 36 3830 0.76 26 638 081 19 16.7 0
7 72¢ 42 30/4-1 36 2,480 089 20 380 088 12 153 0
9 44 30/9-138 36 2350 058 12 214 041 3 91 >1
10 76 30/9-18 36 2,450 0.34 8 632 022 5 258 0
13 44 30/5-1 35 679 086 5 149 081 4 219 0
14 90 30/9-18 35 1,590 034 5 707 022 5 445 >2
Bad @K <X <3>3 Good

Storage capacities are highlighted in bold.
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Month onstream
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Total days

onstream
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Gas produced
(Bef)
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338
35
185
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02
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05
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31
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44

CO, capacity
(M)
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338
29

03

1.59
263
4.58
315
255
3.05
098
0.01
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0.05
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027
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Central
Central
Central
Central
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West
West
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Other
Other
Other
Other
Other
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Treatment site Type

Frances Active Treatment
Polkemmet Active Treatment
Blindwells Pumped - Passive Treatment
Cuthill Pumped - Passive Treatment

Median from Gravity Passive Treatment (1 = 9)

Flowrate (L/s)

109
70
295
5
17.0

Total iron (mg/L)

571
247
44

245
19

Iron loading (Kg/Day)

537
149
112
106
233
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Discharge

Old Fordell
Marnock
Wallyford Great
Falkirk

Shotts
Boghead
Barbauchlaw

Flowrate (L/s)

88
43
16
20
n7
46
99

Total iron (mg/L)

268
267
446
263
25
5.1
20

Iron loading (Kg/Day)

202
989
606
454
255
203
170

Heat available (MW)

249
070
0.59
0.22
1.81
0.60
161
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Age

Westphalian

Namurian

Visean

Tournasian

Group

Scottish Coal Measures Group

Clackmannan Group

Strathclyde Group

Inverclyde Group

Formation

Scottish Upper Coal Measures Formation
Scottish Middle Coal Measures Formation
Scottish Lower Coal Measures Formation

Passage Formation
Upper Limestone Formation
Limestone Coal Formation

Lower Limestone Formation

West Lothian Ol Shale Formation
Gullane Formation

Clyde Sandstone Formation
Ballaghan Formation
Kinnesswood Formation

Dominant Lithologies

Sandstone, siltstone, mudstone, minor coal
Sandstone, siltstone, mudstone, coal
Sandstone, siltstone, mudstone, coal

Sandstone, conglomerate and mudstone
Limestone, mudstone, siltstone, sandstone, coal
Sandstone, siltstone, mudstone, coal
Limestone, mudstone, siltstone, sandstone

Qil-shale, sandstone, siltsone, mudstone
Sandstone, mudstone, siltstone

Sandstone
Siltstone, dolostone, minor evaporites
Sandstone

Economic mineral

Minor Coal
Coal
Coal

Coal
Coal

Qil-Shale
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Coal Authority treatment scheme Ref no. Treatment type Northing (') Easting ()

Frances | Pumped - Active 56.1327 -3.1120
Polkemmet 2 Pumped - Active 55.8573 -3.7044
Blindwells 3 Pumped - Passive 55.9627 -2.9341
Cuthill 4 Pumped - Passive 55.8485 -36138
Dalquharran 5 Gravity - Passive 55.2799 -4.7308
Kames 6 Gravity - Passive 55.5121 -4.0843
Lathallan Mill 7 Gravity - Passive 56.2462 -2.8655
Mains of Blairingone 8 Gravity - Passive 56.1583 -3.6434
Minto 9 Gravity - Passive 56.1391 -3.2808
Pitfirrane 10 Gravity — Passive 56.0549 -3.5077
Pool Farm n Gravity — Passive 557708 -36169

Wilsontown (Mousewater) 12 Gravity - Passive 557611 -3.6769
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Units Maximum 75th Median Mean 25th Minimum

percentile percentile
Field data Flowrate Us 17 200 893 195 30 015
Temperature e 15.1 12 102 106 970 7.80
pH pH units 800 699 680 673 6.52 401
Electrical Conductivity ps/em 6515 1,238 932 1,104 578 146
Oxidation-Reduction Potential ~ mV 330 14 -10 -3 -39 -103
Alkalinity meq/L 221 843 545 626 302 0
Calculated thermal potentials  Heat Available (G) kw 2,487 426 154 358 507 071
Total heat pump delivery (H) kW 2,606 438 197 429 635 1.00
Laboratory chemical data F mg/L 0,620 0147 0116 0143 0093 0060
cl mg/L 900 437 305 656 17.9 7.31
50,2 mg/L 1,170 250 148 223 727 6.71
Br mg/L 131 316 126 192 0354 >0.02
NO;~ mg/L 116 103 0215 110 0022 5001
Na mg/L 1,345 449 239 69.4 160 436
Ca mg/L 256 121 947 975 547 510
Mg mg/L 158 630 407 473 222 238
K mg/L 383 145 748 987 387 0830
Fe (total) mg/L 748 12 423 101 1.98 0416
Fe (Diss) mg/L 56.0 730 34 864 1.52 0024
Mn (Total) mg/L 6.61 163 0770 131 0371 0.030
Mn (Diss) mg/L 672 176 0853 1.43 0499 0013
sr mg/L 304 136 0616 089 0243 0016
si mg/L 147 673 475 573 409 206
8 mg/L 0838 0152 0074 0.140 0032 0002
n mg/L 0194 0024 0008 0021 0.004 0001
Ba mg/L 0231 0071 0039 0054 0,026 0013
Chemical ratios C/Br mass ratio 1904 986 261 1250 108 242
50,2/CI” molar ratio 16.72 322 161 274 0655 0080
Na/Cl” molar ratio 197 143 1.06 188 0902 0.426
(Ca + Mg)/S0.>" meq ratio 168 372 251 3n 145 0525
Ca/Mg molar ratio 732 1717 1.340 1601 1.036 0752
Ca/Alkalinity meq ratio 1879 128 0760 351 0.591 0242
Laboratory isotopic data Scor per mille +480 +133 499 +107 +53 +03
o M per mille -68 -7.4 -76 -76 -78 -85

& Husmow per mille -437 -480 -492  -496 -520 -570
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Properties

Thermal conductivity
Permeability
Strength
Deformation behaviour
Stability of cavities

In situ stress
Dissolution behaviour
Sorption capacity
Chemistry

Heat resistance
Mining experience
Mecharnical stability
Engineered barriers

Evaporites
High
Practically impermeable
Medium

Visco-plastic (creep)
Self-supporting on the scale of decades
Isotropic

Reducing
High
High
High
Minimal

Shales Granites
Very low to low Very low (unfractured) to permeable (fractured)
Low to medium High

Plastic to brittle
High (unfractured) to low (ighly fractured)

Very low Very low
Very high Medium to high
Reducing Reducing
High
High
High High

Minimal

Green-favourable quality, yellow—average or variable quality, red—unfavourable property (modified from Hansen and Leigh, 2011).





OPS/images/esss-02-10043/esss-02-10043-t004.jpg
Properties Sandstones Carbonates Granites Shales Evaporites Coal seams

(cavities)

Permeability High to low (matrix) | Low to very low Very low (unfractured)  Very low (unfractured) |'Very high Very low (unfractured)
to very high (unfractured) to very high o very high (fractured) ~ to very high (fractured) tovery high (fractured)
(fractured) (fractured, karstic)

Dissolution with | Medium Low Medium Medium Medium

acidic water

Sorption capacity | Medium to high Medium High IS very high

Deformation Brittle Brittle Brittle Plastic to brittle Viscoplastic  Brittle

behaviour (creep)

Green-favourable quality, yellow—average or variable quality, red—unfavourable property.
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Properties Sandstones Carbonates

Permeabilty High to low (matrix) to | Low to very low (unfractured)
very high (fractured) | to very high (fractured, karstic)

Sorption capacity  [\LOWE Low

Reservoir High High

exploration

experience

Movement of fine _ Low

particles

Deformation Brittle Brittle

behaviour

Water weakening | Medium Low

Green-favourable quality, yellow—average or variable quality, red—unfavourable property.

Granites Shales Coal (mines)

Very low (unfractured) to
very high (fractured)

Very low (unfractured) to
very high (fractured)

Low (matrix) to very high
(mine infrastructure)

Low

High High
Medium Medium Medium
Brittle Plastic to brittle Brittle
Low
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Sandstones

1. Porosity and permeability

2. Clay/quartz content

3. Thickness

4. Groundwater head

5. Complexity of geologic structure
6. Salinity/brine geochemistry

7. Temperature

8. Top seal

9. Impact of faults and fractures on flow
10. Coupled stress and P, changes
11. Potential for monitoring

12. Geomechanical properties of the
reservoir and surrounding rock

Shales

1. Host rock mineralogy (clay-silicate-
carbonate content)

2. Pre-existing microfractures

3. Anisotropy or compositional layering
4. Confining stress and

5. Diagenesis

6. Salinity/brine geochemistry

7. Temperature

8. Solution pH

9. Electrostatic forces

10. Geomechanical properties

11. Conditions of fracture closure

Carbonates

1. Fracture networks

2. Diagenesis/reservair heterogeneity

3. Seismicity in the area (likelihood of fault reactivation)
4. Mineralogy

5. Solution pH

6. Confining stress and

7. Temperature

8. Top seal

Evaporites

1. Avoid gypsumy/anhydrite and halite with high levels of
impurities

2. Geometry/thickness of evaporite bodies

3. Composition of evaporite bodies (interbedded lenses, beds
of gypsum, anhydrite, limestone and other country rocks,
their contact with the rock outside salt)

4. Intersection with high fluid transmission zones; circulation
of subsurface or phreatic waters?

5. Temperature

6. Salinity/brine geochemistry

Granites

1. Mineralogy (quartz-feldspar-biotite-muscovite-hornblende
content), grain size

2. Temperature

3. Fracture networks

4. Salinity/brine geochemistry

5. Solution pH

6. Oxygen fugacity

7. Confining stress and

Coal

1. Geomechanical state of flooded pilar-and-stall workings.
Pillar load bearing capacity based on rack-strength properties
2. Surface elevations and mine water levels

3. Salinity/brine geochemistry

4. Mine water communication with regional groundwater flow
5. Dip of mine workings and strata

6. The impact of changing saturation (i.. water level) on the
overburden properties

7. How displacements and stresses are dissipated through a
layered heterogeneous overburden and underburden

8. Adsorption behaviour
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Requirements for the subsurface
for the decarbonisation system

Installation works

Changes within the subsurface
strata due to installation
processes

Processes and problems caused
by the decarbonisation
technology installation

Geothermal heat and
energy extraction/Heat storage

1. High permeabity (>10 mD) reservoir

2. High geothermal gradient (>30 °C/km)

1. Wells are drilled into the reservoir

2. External cold water is injected/
circulated within the reservoir

3. Hydraulic reservoir simulation could be
used to increase fluid transmissivity

1. Injection of cold waste water will result
in decreased T and could potentially result
in dissolution/degassing of CO; into
water (depending on P)

2. Increased Py

3. A intrusion may cause oxidizing
conditions

1. Water weakening of the rock

2. Induced seismicity if wells are driled
near critically stressed faults

3. Geothermal water impact on adjacent
groundwaters (leakage, lowering
groundwater levels, change of T and
composition)

4. If P, exceeds local minimum o, faulting
and fracturing will be induced. Thatinturn
will lead to changes in K

5. Injection of water with different
compositions will cause precipitation-
dissolution

6. Formation damage due to the driling of
wells, which may cause water leakage to
the surface

ccs

1. High storage space (1 Mt of CO;)

2. Low permeability seal with a high
capillary entry pressure

3. Deep enough to have supercritical
conditions (31°C, 738 bar)

1. Atleast 1 well is driled into the reservoir
2. Injection of CO,.

1. Injection of CO, will lower T of the
reservoir rock

2. Increased P,

3. If CO; dissolves into water, the density
of the formation water would increase

4. Injection of CO; increases acidity of the
formation water if no mineral is present
that can act as a buffer

1. Freshwater aquifers may undergo
acidification and contamination due to
€O, leakage

2..CO, is not toxic, but it can be fatal f its
concentration is >10% by volume because
€O, produces asphyxia. Asphyxiation
hazard exists if CO, accumulates in
depressions on the land surface

3. Cold T causes thermal contraction and
associated stress reduction that may
cause fracture instability in the storage
formation, the caprock, and/or the
wellbore

4. If the injected CO; leaks, strong cooling
will occur dueto the expansion of CO, as P
decreases with depth

5. Increase in Py, which may result in a
decrease in effective stress that favours
the reactivation/formation of faults and
fractures

6. Changes in pore water composition
may aid chemically-assisted subcritical
fracture growth

7. Salt precipitation when injected into
saline formations

8. Formation damage due to the drilling of
wells, which may cause CO, leakage to the
surface

Geological repository

1. Stable and low permeability geological
formation
2. Distant from the circulation of water

1. Tunnel is excavated within the ground
2. Stainless steel nuclear waste package s
placed in a repository with clay barriers/
cement liners at a depth of ~200-900 m

1.7 rises due to decay heat, reaching T of
up to 180-200C, which decline over a
period of >10,000 years

2. Due to air intrusion, dissolved oxygen
will be present in GDF

3. Radionuclides may be released from the
waste package

4. Damage zone will form around the
excavation tunnel

1. Due to the heat generated by the nuclide
decay, anincrease of T in surounding rock
may lead to the degradation of the physic-
mechanical behaviour of rock mass

2. Gas generation due to canister
corrosion and microbial processes may
cause fracturing

3. Due to cementitious materials in a ILW
GDF used as a backfil material to
surround waste packages, saturation of
the GDF with groundwater willlead to the
formation of a hyperalkaline plume

4. Increased alkalinity may alter the
radionuclide retention capacity of the rock
dissolution and precipitation of minerals
wil alter physical characteristics of the
host rock

5. Dissolved oxygen will be consumed by
processes such as copper corrosion,
aerobic microbial processes, and perhaps
oxidation of minerals such as pyrite

T, Temperature; P, pressure; Pp, pore pressure; K. permeability, o principal stress, oh, horizontal stress; ILW, Intermediate Level Waste; GDF, Geological Disposal Facilty. References may

be found within the text
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Assumptions

Fossil fuel energy resource
Natural gas price (AEMO, 2022)
Year of operations

Desalinated water price
Hydrogen production rate
Discount rate

Target hydrogen price

Value

SMR + CCS
AUS10/GJ
2030
AUS0.01/kgH;0
1000tH,/day
5%
AUS4.20/kgH;
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Assumptions

Renewable energy
resource

Year of operations
Electrolyser system
capex

Desalinated water price
Hydrogen production
rate

Discount rate

Target hydrogen price
Hydrogen end-point
Closest suitable export
location

Salt cavern storage

Depleted gas field
storage

Value

Solar PV

2030
USS440/kW (PEM electrolysis)

AUS0.01/kgH,0
1,000 tH,/day

5%
AUS3.10/kgH,

Hydrogen transport cost to closest suitable export
location included in NPV,

Transport cost to closest suitable salt formation + salt
cavern storage costs (LCoS US$0.11/kg H, — monthly
hydrogen cycling; LC0S US$0.70/kg Hy — yearly
hydrogen cycling) included in NPV

Transport cost to closest depleted gas field + gas field
storage costs (LGOS USS$1.07/kg Hy - 1 cycle per year)
included in NPV

PEM refers to a proton exchange membrane electrolyser.
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Geological storage type  LCoS future best case (2030-2050) (US$/kg)
Monthly cycle ~ Biannual cycle ~ Annual cycle

Salt Cavern on 038 =
Depleted Gas Field - = S —

Future best case (2030~2050) s based on the assumption that these technologies have
become widely adopted and, thus, have reached scale, improving efficiency. This is
estimated to occur somewhere between 2030 and 2050, and depends on the
development of a hydrogen economy over the next decade driving scale and speed of
deployment of these storage technologies.





OPS/images/esss-02-10045/esss-02-10045-g001.gif





OPS/images/esss-02-10045/crossmark.jpg
©

|





OPS/images/esss-01-10042/esss-01-10042-t001.jpg
Geological characteristic/process

Seabed composition
Soft muds

Coarse lag (gravel to boulders) deposits
Overconsolidated sediments

Bedrock outcrop at seabed

Mobile sediment

Migrating erosional and depositional bedforms changing
topography at the time scale of operation
Mobile sediment can change sediment composition at seabed

Bedform migration in different direction to prediction from
morphology and tidal currents

Seabed glacial landforms misinterpreted as mobile sediment
bedforms

Changing bedform topography modifies currents and can lead
to scour

Wind farm array and cable route interaction with sediment
migration

Shallow gas and fluid mobility hazards
Gas or fluid present in shallow subsurface

Methane-derived authigenic carbonates (MDACS)

Pockmarks

Quaternary sediments

Variable sediment thickness

Variable lthology (vertical and spatial)

Heterogeneous sediment composition

Sediment instability

Past submarine landslides

Overconsolidated sediments

Palaeochannels

Anthropogenic

Mining and oil and gas extraction
Aggregate extraction

Fishing activity

Site appraisal consideration

Low strength, potentially unable to bear large loads (e.q., jack-up rig used
during construction)

Ahard, potentially heterogeneous substrate that s difficult to penetrate. Can
lead to refusal of infrastructure or damage of equipment

Difficulty in construction (e.g., driving piles) in strong sediments. Difficult to
predict scour behaviour

Provides a hard substrate for emplacement of seabed infrastructure (e.g.,
driled piles). However, may be weathered with lower strengths at the
interface with Quaternary sediments

Can bury or expose infrastructure (€. piles, cabling) or may present a
barrier to activities

Dynamic mobile sediment layer leads to variation in samples taken from the
same site at different times, leading to difficulty characterising seabed for
scour mitigation

Necessitates repeat bathymetric surveys to observe actual bedform
migration

Misinterpretation may suggest mobile sediment in an area where it is not
present, potentially leading to unnecessary mitigation steps

Changing bedform topography alters hydrodynamics, making scour
prediction and mitigation difficult

Multiple seabed installations can complicate hydrodynamics, changing
sediment and bedform migration direction and rate (€.g., sediment plumes)

Canlead toblow outs when drilling for sediment sampling and infrastructure
construction. Gas can cause acoustic blanking of seismic reflection data,
preventing interpretation of units below

Forms a hard substrate that is recognised as a special habitat that must be
assessed for habitat preservation. Hard substrate may lead to construction
issues

Can indicate the presence of shallow gas or overpressured pore fluids in
sediments. Pockmarks may be unstable and should be avoided during
turbine installation and cable routing

Sediment thickness can vary abruptly in a small spatial area due to
complicated palaeotopography or depositional process, complicating
turbine siting and cable routing

Past processes deposit and rework sediments that are highly variable
laterall, over large areas and at many stratigraphic levels. A single
foundation design may be unsuitable across a wind farm site. Landforms
and onshore analogues can be used to reduce uncertainty in foundation
design and cost

Continental shelf to slope stratigraphy is commonly heterogeneous, with
abrupt changes in geotechnical properties

Siope instability may be caused by sediment heterogeneity or fluid
overpressures. Loading of slopes has the potential to trigger submarine
landslides

Tsunami and their causal past submarine landslides should be understood
to mitigate for future possible natural submarine landslides

Past processes, such as ice sheet loading or subaerial exposure and
desiccation, can lead to overconsolidation of sediments and difficult testing
and construction conditions

Palacochannels can have steep sides, with sharp variations in sediment
composition either side and within channel fills, requiring a complicated
foundation design

May have weakened bedrock, with potential for seismic activity if mines
collapse

Can disturb or remove stratigraphy, leading to incorrect interpretation of
geological history, and can change hydrodynamics locally

Some types of fishing (e.g. trawling) damage seabed and alter sediments,
forming trenches and artificial bedforms

Wind
farm development
stage

IC, DR
IC, DR
IC, M, DR

ic

M, DR

M, DR

M, DR

CP, M

CP, M, DR

M, DR

SA,IC, DR

SA, CP, IC, DR

SA,IC, DR

SA, CP,DR

SA, CP, DR

SA CP, IC, DR

SA M, DR

SA M, DR

SA IC, DR

SA IC,DR

SA M, DR
SA, IC, M, DR

SA IC, M, DR

Abbreviations in the “Wind farm development stage” column: SA, site assessment/feasibility; CP, uncertainty in cost prediction IC, infrastructure construction; M, maintenance; DR,

decommissioning/repowering. Adapted from Mellett et al. (2015).
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Borehole
number

GGAO1

GGA02

GGAO3r

GGAO4

GGAOS

GGAO6r

GGAO7

GGAO8

GGAO9r

GGBO4

GGBOS

GGCO1

Borehole type

Mine water

Sensor testing

Environmental
monitoring

Mine water

Mine water

Environmental
monitoring

Mine water

Mine water

Environmental
monitoring

Environmental
monitoring

Environmental
monitoring

Seismic
monitoring

Drilling method: superficial
and bedrock sections
(all made ground
sections excepting GGCO1:

piling auger)

Superficial and bedrock: rotary,
reverse circulation

Superficial and bedrock: rotary,
reverse circulation

Superficial: rotary, direct
circulation
Bedrock: rotary, reverse
circulation

Superficial and bedrock: rotary,
reverse circulation

Superficial: rotary, reverse and
direct circulation

Bedrock: rotary, reverse
circulation

Superficial: rotary, direct
circulation

Superficial: duplex drilling,
direct circulation. Bedrock
rotary, reverse circulation

Superficial: rotary with reverse
and direct circulation, and
duplex drilling Bedrock: rotary,
reverse circulation

Superficial: rotary, direct
circulation

Superficial: rotary, direct
circulation

Superficial: rotary with reverse
and direct circulation, and
duplex drilling. Bedrock: rotary,
reverse circulation

Geobore S coring

Total
drilled

depth
from drill
platform
level (m)

52.00

9416

a72

5363

88.50

16.00

56.90

9137

16.00

16.00

46.00

199.00

Total
casing
depth

from as-

built
datum
(m)

5111

92.57

4081

53.00

88.00

1376

56.61

87.95

1433

1299

4539

198.30

Screen depth
from
as-built
datum (m)

44.81-48.41

n/a

37.00-39.81

47.40-51.00

83.60-86.30

11.79-13.76

50.91-53.61

85.08-87.70

11.43-13.33

10.09-11.99

42.39-44.19

n/a

Grid references, drilled and datum heights are given in open data releases from ukgeos.ac.uk n/a, not applicable.

Screen type and
internal casing
diameter
(1)

4 mm slotted with
preglued gravel
pack, 248 mm ID

248 mm ID

3 mm slotted with
pre-glued gravel
pack, 146 mm ID

4 mm slotted with
pre-glued gravel
pack, 248 mm ID

4 mm slotted no
gravel pack,
248 mm ID

1 mm slotted with
pre-glued gravel
pack, 1038 mm ID

4mm slotted pre-
qlued gravel pack,
248 mm ID

4 mm slotted pre-
glued gravel pack,
248 mm ID

1 mm slotted with
pre-glued gravel
pack, 1038 mm ID

1 mm slotted with
pre-glued gravel
pack, 1038 mm ID

3 mm slotted with
pre-glued gravel
pack, 146 mm ID

76.6 mm ID

Description of screened
interval

Overlying sandstone roof and
Glasgow Upper mine working
‘waste

n/a. Grout filed Glasgow Main
target interval/screen inside
casing up to 67.2m

Sandstone bedrock, above
Glasgow Upper mine working

Overlying sandstone roof
(fractured?) and Glasgow
Upper mine working position,
coal and mudstone

Overlying sandstone roof and
Glasgow Main mine working,
void to mudstone floor

Sand and gravel in superficial
deposits

Overlying mudstone roof and
Glasgow Upper mine working
coal pillar and void

Overlying sandstone/siltstone
and Glasgow Main mine
roadway void

Sand in superficial deposits

Sand and gravel in superficial
deposits

Sandstone bedrock, above
Glasgow Upper mine working

n/a
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Borehole

GGAO1
GGAO3r
GGAD4
GGAOS
GGAO6r
GGAO7
GGAO8
GGAO9r
GGBO4
GGBOS

Pumping rates
used during
5-h step
drawdown test
(L)

4.8/103/15/19.7/249
0.13/0.17/0.28/0.28
4/79/11.7/155/19.8
5/10/14.9/19.9/25
0.12/0.26/0.4/0.62
5/10.1/15/20/25
5/10.1/15.2/20.2/252
0.12/0.22/0.42/0.62
n/a
1/2/2.8/35/43

Pumping rate
of 5-h
cconstant rate
test (L/s)

20
0.1
15
20
05
20
20
0.5
n/a
6.6

Maximum drawdown
during constant
rate test

(m)

134
8.04
1824
03
101
227
035
0.99
n/a
225

Preliminary transmissivity
of drawdown
data (m?/day)
using Jacobs
straight line
method

1130
26
240
1976
79
1050
1750
225
0,04 (falling head test)
990

Preliminary transmissivity
of recovery
data (m?/day)
using Theis
recovery method

1020
n/a
950
1976
225
1020
2100
225
0.018 (rising head test)
580
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Cross-cutting issue

Technical
geoscience

Skills and workforce

Environmental
impact

Spatial
considerations

Geoscience sector

Societal acceptability

Policy and reporting

Data availability and access

Multiple uses of the subsurface

Monitoring approaches

Geotechnical knowledge

Skills for sustainable transition

Workforce transition

Diversifying geoscience higher
education

Life cycle emissions and impact

Data and infrastructure

National vs. global approaches

Developing local supply

Matching sources and sinks

Responsible resource stewardship

Speed of transition

Enabiing transition

Stakeholder engagement and
awareness

Social context and framing

Community participation

Incentives

Trusted and transparent reporting

°https://www.iea.org/topics/energy-and-gender
https://www.globalccsinstitute.com/resources/publications reports-research/the-carbon-capture-and-storage-readiness-index-2018+is-the-world-ready-for-carbon-capture-and-

storage/

The challenge

Openand transparent sharing of geoscience data is not currently standard practice. Moving to open data
sharingin useable formats will accelerate energy transition applications by removing the need to invest in
duplicate data acquisition—and the associated social and environmental impacts Gl and Smith (2021)
Into the future, there may be multiple, competing and/or complimentary uses of the subsurface. Siting
and management decisions and surface monitoring techniques must account for and manage these
muttifold uses, adapting the decades of learnings on, e.g., subsurface pressure management from the
hydrocarbon sector, and care-and-maintenance from the mining sector

Real time, transparent, and low-cost monitoring approaches must be developed to optimise net zero
geoscience applications, reduce costs, support transparent and open reporting, and to build trust
amongst stakeholders

Geoenvironmental and geotechnical engineering knowledge, skills, and techniques directly underpin allof
the activities we have outlined in this paper. These skills are also required for, say, tunnelling for high
voltage cables and pipelines, ground stability for renewable energy developments including wind turbines
and transmission infrastructure

While many geoscience skills are transferable to new energy transition geoscience applications, some
risks and workflows are specific. Geoscience education at both apprenticeship and degree-level must
pivot to ensure sufficient training and skills development for energy transition geoscience applications,
including cross-cutting skills for sustainable development Rieckmann (2018)

The workforce currently employed in sectors anticipated to decline must be supported to transition into
growing or emerging geoscience sectors. Further, since the global energy sector has low diversity”,
efforts to improve equality and inclusivity must be embedded across the sector. Doing so will both widen
the pool of talent within geoscience and reduce inequalities

In countries the number of geoscience graduates is in rapid decline and geoscience programmes.
currently have poor representation Dowey et al. (2021). This presents an opportunity for geoscience
Higher Education sectors to transform their programmes to encourage a wider range of students from
different backgrounds to study geosciences, and to remove systemic barriers to inclusion and retention

Geoscience developments and activities must reduce or design out life cycle emissions including
“Upstream" emissions related to extraction. Approaches can include reducing fugitive emissions,
switching to clean fuels, and changing practices. CCS can be applied to mitigate emissions from
processes that co-produce CO,, such as deep geothermal [c.f. carbfix; Snzebjornsdottir et al. (2020)]. New
metallurgical technologies can help reduce the environmental footprint of minerals processing
Countries with modern day extractive industries have the subsurface data, infrastructure and sectors that
can facilitate new low-carbon geoscience applications. It may therefore be more challenging for
countries without such sectors to decarbonise by developing geoscience technologies such as CCS”

As Smil (2016) notes, energy transitions assessed at a global level are slow. Coal, for example, took
35 years to rise from 5% to 25% of global primary energy supply and another 60 years to reach 50%
However, when assessed at a national level, transitions can be quick. Netherlands grew their natural gas
supply from 5% to 46%in 10 years. Thus global pathways to achieve net zero, whilst informative, willvary
significantly in rate from national pathways. This will depend on who moves when and how far with some
nations opting for first mover advantage and others waiting for technologies to be established. This has
implications, for example, in the timing and need for geotechnical expertise in establishing foundations
for offshore wind farms and for the amount of geological storage of CO, required in a particular basin.
Geoscientists as a profession must then remain flexible and adaptable to where demand is in space and
time

The environmental footprint of critical raw materials supply can be reduced by developing local supply
chains, either through new ventures, rehabilitating old mining workings (e.g., SW England), or recycling or
reprocessing of wastes. Streamlining and simplifying the permitting landscape for exploration and
production of minerals would boost activities

Tominimise environmental and economic cost through energy losses, energy demand will ideally be co-
located with energy sources, however this is not always the case—particularly for geothermal
applications (heat/coolthythermal storage). The concept applies also to emissions, leading to the
development of the 'hubs and clusters’ approach to industrial decarbonisation

Operating sustainable mineral exploration, mining, and mine remediation efforts in line with
Environmental and Social Governance (ESG) good practice. Ensuring issues such as water, biodiversity,
greenspace are accounted for

Rapid and deep decarbonisation is necessary to meet climate objectives. The scale and speed of
transition poses challenges in terms of enabling political and societal support, as well as ensuring the
skills and supply chain are in place

There's risk that geoscience developments and applications can support “carbon lockin,” hindering
sustainable transition

Societal awareness of geoscience solutions to net zero varies depending on a range of factors such as
technology, country/region, and socio-economic considerations, but for some technologies such as CCS
and geoenergy storage, awareness is systematically low Leiss and Larkin (2019); Roberts and Lacchia
(2019). This includes amongst policymakers. Thus, there is a need for increased engagement in
geoscience aligned activiies, framed in such a way that responds to stakeholder interests and concerns

The social context, including political, cultural, and governance shapes how publics engage with and
respond to different policies, technologies, activities or developments, and geoscience is no different
These factors influence which frames and approaches might be more effective in supporting effective
and sustainable deployment [e.g., Gough and Mander (2019)]. Geoscientists must connect more deeply
with and respond to societal interests and concerns regarding the discipline and geoscience
developments

Many net zero geoscience applications follow the long-outdated “Decide-Announce-Defend” model of
public engagement, giving lttle routes for community say in the development of projects. For community
acceptability, approaches to geoscience developments must broaden to follow best practice community
engagement and resource community participation Demski (2021)

Geoscience solutions for net zero require supportive policy frameworks to incentivise developments
such as CCS and geothermal, and also to ensure ESG is embedded in the development approach. This
requires geoscientists to work closely with policymakers at difference scales, as well as legal and
economic experts

Transparent reporting on ESG and lfe cycle carbon s necessary to ensure sustainable transition and to
support societal acceptability
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Element

Lithium
Magnesium
Aluminium
Titanium

Vanadium
Chromium
Manganese
Iron

Cobalt

Nickel
Copper
Zinc
Gallium
Germanium
Arsenic
Selenium
Niobium
Molybdenum
Silver
Cadmium
Indium

Tin
Antimony
Tellurium
Lanthanum
Tantalum

Tungsten
Platinum
Gold
Mercury
Lead
Bismuth
Uranium

Legend

Li
Mg
Al
Ti

Cr
Mn
Fe

Ni
Cu
Zn
Ga
Ge

Se
Nb
Mo
Ag

Sn
Sb
Te
La
Ta

zes

Hg
Pb
Bi

Production
(metric tonnes pa)®

85,800
945,795
65,400,000
6,500,000

95,000
31,000,000
49,600,000

3,016,000,000
126,000

2,510,000
20,600,000
11,500,000

372
93
50,684
3,684
64,800
297,000
24,563
24,500
818
278,000
123,000
633
264,439
1,200

92,500
430,000
3190
2,500,000
4,500,000
3,800
46,300

*Data from lodine et al. (2022), for 2020 data.

Data from Watari et al. (2020), uses ‘maximum" demand.

Primary aluminium
TiO, content, including rutile and
ilmenite concentrates

Ores and concentrates

Manganese ore
Iron ore

127,000

Refinery production
Rare earth oxides

Platinum group

25%-50% 20%-40%

“Data from Reck and Graedel (2012); end-oflife recycling rates.
dpata from Hayes and McCullough (2018); shows percentage of studies that consider elements to be critical.

Uses

Batteries, alloys

Alloys, electronics

Alloys, catalysts, batteries

Steelmaking
Battery electrodes, catalysts,
superalloys

Batteries

Wiring, energy storage

Semiconductors

Alloys, superconductors

Touchscreens, solar panels
Solder, magnets

Solder, lead-acid batteries
Semiconductors

Capacitors, reactors,
batteries

Alloys, electronics
Catalysts, fuel cells, turbines

Solder
Nuclear reactors
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Generation method kg (CO.e)/MWhe

Deep geothermal* 6-1800
Onshore wind 78-16
Offshore wind 12-23
Solar PV 8-83
Solar CSP 27-122
Natural Gas 403-513
Natural Gas with CCS 49-220
Coal 751-1,095
Coal with CCS 147-469
Nuclear 51-6.4
Hydropower 6-147

Data from UNECE (2021a) except *deep geothermal from McCay et al. (2019).
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Process

Carbon Capture and
geological Storage (CCS)

Reduction of CO, emissions
o the atmosphere

Garbon Dioxide Removal
(COR) & geological storage

Removal of CO, emissions.
from the aimasphere.

€0, Source

Industrial processes (¢ 9., cement)

Energy production (0.9, natural
gas processing, geotherma)

Fossil fuel combuston,refning,
orreforming

BECCS: Bio-energy combusion
wih CCS

'DACCS: Direct Ar Capture with
ccs

Other: 0.9 enhanced weathering.
mineral carbonton

G0, securely
stored on
geological

timeframes
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Borehole

GGCO1
GGCO1
GGCO1
GGCO1
GGCO1
GGCO1
GGCO1
GGCO1
GGCO1
GGCO1
GGAOS
GGAOS
GGAOS
GGAOS
GGAOS
GGAOS
GGAOS
GGAO8
GGAO8
GGAO8
GGAO8
GGAO8
GGAO8
GGAO8
GGAO8
GGAO8
GGAO8

Site

GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS10
GGERFS02
GGERFS02
GGERFS02
GGERFS02
GGERFS02
GGERFS02
GGERFS02
GGERFS03
GGERFS03
GGERFS03
GGERFS03
GGERFS03
GGERFS03
GGERFS03
GGERFS03
GGERFS03
GGERFS03

Sample depths (m)

88
88
100
123
132
132
143
143
161
183
36-37
48-49
57-58
63-64
66-67
81-82
87-88
27-28
33-34
38-39
39-40
52-53
66-67
69-70
75-76
78-79
87-88

SSK core sample no.

105480
105481
105492
105520
105528
105529
105544
105545
105569
105592
105658
105668
105674
105676
105677
105686
105693
105654
105656
105701
105703
106032
105610
105611
105614
106041
106044

*Cona 8Dcua

-716 -249
-734 -251
-683 -240
-683 -252
-640 242
-64.0 -277
=700 1824
-322 -1220
-143 173
=741 -259
-705 -207.9
-197 -947
-198 -878

§Ccon

-6.1
-85

<78

=123
-22.49
-11.06

-116
-10.0
-29.03
-25.46
-21.06

-183

-15.24
-1293

-11.43

8"%0co2 (smow)

265
332

305
288
332
35.09

335
3358
136
2538
3422

332

2825
3475

3482
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Argument Rationale for public participation

Normative The publics are a stakeholder, therefore public participation is the right thing to do
Substantive The publics offer valuable perspectives, therefore public participation will lead to better quality decisions (i, outcomes)
Instrumental Public participation can help to reach a given goal, through, for example, building support, raising awareness, building

trust (i, process)
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Test site name

Otway CO2CRC project

Hellisheidi

Aquistore

National Energy Technology
Laboratory

Marcellus Shale Energy and
Environment Laboratory

Meuse/Haute-Marne

Ketzin

Compostilla Project, Hontorin

Boulby Underground laboratory
Frio Brine Pilot site

SOTACARBO, Sulcis, Sardina

K128

Snehvit

Avalon Borehole Test Facility

Schiumberger Training Centre

Sleipner CO; injection

UKGEOS Glasgow

Bochum
Geo-energy Test bed

Cardiff Urban Geo Observatory

Aspd Hard Rock Laboratory

Grimsel Test Site
Mont Terri

Soulz sous Foréts

Krafla Magma test bed

Basel

Grof Schénebeck

Location
Onshore Otway Basin, south-
eastern Australia

Iceland

SE Saskatchewan, Canada

United States

West Virginia

France

Germany

Spain

United Kingdom
Texas US

Sardinia Italy

North Sea, Netherlands

Norway

United Kingdom

United Kingdom

Norway

United Kingdom

Germany
Nottingham, United Kingdom

United Kingdom

Sweden

Switzerland
Switzerland

France

Iceland

Switzerland

Germany

Main purpose

Otway focusses entirely on carbon capture and storage, and
monitoring

Apilot direct air capture facility which captures 50 tonnes of carbon
dioxide each year and injects it into basalt reservoirs

Canada’s first deep saline carbon dioxide storage project linked to
SaskPower's Boundary Dam Integrated CCS Demonstration Project

Various facilities. Recently NETL has undertaken a major field-based
study on fracture growth and gas/fluid migration, during hydraulic
fracturing of 6 horizontal Marcellus Shale Gas Wells

Undertaken by the Universities of West Virginia and Ohio, and
Northeast Natural Energy, a local shale gas producer, MSEEL is
developingits research at a dedicated field site and laboratory in the
Marcellus shale gas production region of West Virginia

Andra currently operates the Meuse/Haute-Marne radioactive
waste underground research laboratory situated 490 m
underground in argillaceous rock at Bure in the Meuse Department

The site has been run by the German Research Centre for
Geosciences (Deutsches GeoForschungsZentrum; GFZ). The site
has five boreholes drilled for the testing of CO; injection into
potential storage layers

The Hontomin site is being considered as a potential deep CO; store
with the target being Lower Jurassic carbonates at depths of
>1200m

Development of techniques for deep 3D geological monitoring
The Frio Brine pilot experiment is a CCS study based near Dayton,
Texas. Injection of CO, at a depth of over 1,500 m

SOTACARBO (Societa Tecnologie Avanzate Carbone Sph) is
managing a CCS program co-funded by the Italian National Agency
for New Technologies, Energy and Sustainable Econornic
Development (ENEA) and the regional government of Sardinia

K12-B gas field is located in the Dutch Sector of the North Sea. K12-
8 has been producing gas since 1987. The produced gas has a
relatively high CO; content that was originally vented into the
atmosphere. Recently this CO, component has been separated and
injected back into the reservoir rocks

Three gas fields: Snehvit, Albatross and Askeladd where waste CO,
is re-injected. The fields are located in the Barents Sea situated
~140 km northwest of Hammerfest

Used to test, and prove, borehole equipment in a controlled
environment

Provides training courses in the practical and theoretical aspects of
wireline logging data acquisition and applications

World's first commercial CO, storage project. Situated in the
Norwegian sector of the North Sea near the United Kingdom
boundary. CO, injection and storage is within the Utsira Formation; a
saline reservoir situated >800 m below the seabed

Network of 12 boreholes designed to observe how warm water
moves around abandoned mine workings and to monitor changes in
the chemistry, physical and microbiological properties of the
environment following heat storage or extraction

Thermal storage in an abandoned coal mine

Deepand shallow injection wells for monitoring the motion of gases
and liquids through natural pathways in the subsurface after
injection

Shallow geothermal heat recovery and storage

Facility for research into disposal of radioactive waste situated north
of Oskarshamn (Sweden)

Facility for research into disposal of radioactive waste
Facility for research into disposal of radioactive waste

Facility for the development of geothermal energy for electrical
production

Superhot geothermal systems

Enhanced geothermal

Abandoned gas exploration well re-openend by
GeoForschungsZentrum (GFZ), Potsdam and deepened t0.4,300 m
for geothermal research
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Element

Risk reduction

Learning processes

Actors and Agency

Network performance and
management

Institutional pre-conditions

Description

New sustainable technology is a highly uncertain process, involving
technical, market-elated, organizational, and institutional risks when
moving from laboratory to full-scale production

Learning is essential for reducing risk, including feedback loops,
cumulative causation and different “motors” for the interaction
among functions. Learning involves generating tacit knowledge
about technical challenges but also about market preferences,
institutional constraints, and the physical infrastructure

Pilot- and demonstration plant (PDP) activities are typically
embedded in actor network structures consisting of supply chain,
operators and client firms, university researchers, and other private
and public actors, which together shape the context for
technological development by assuming different roles. The actors
are viewed as structural elements on the one hand, but their capacity
1o take action and assume a critical role i the development process
is equally important (ie., agency)

Different network characteristics may influence how challenges are
addressed, as well as how to govern the evolution of the networks
Because cooperation and learing do not emerge spontaneously,
network management, that is, actions taken to advance the
interactions in a PDP network, becomes critical

The efforts to manage networking processes take place within an
institutional context of rules and codes of conduct. These will
emerge at multiple layers of government and other institutions, and
they therefore also encompass sub-national rules. Compared to
incumbent technologies, new technological systems often operate
in less-developed institutional and organizational settings. It is
therefore imperative that technology not only align with existing
institutions but also that institutions align with new technology

Examples of geoscience
component

Drillng and other capital costs
Liability and risk
Social ‘icence to operate’

Learning by doing in drilling, construction, injection, production

Geological PDPs have strong commercial industrial, government
and academic interests

Networks in geological PDPs involve by necessity different
geological specialist communities, communities outside
geoscience, e.q. engineering, social science

The development of PDPs involves operating within regulatory
environments not necessarily set up for them (for example il and
gas regulatory for geo-energy), but also seeking to influence and
improve regulatory environments
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Sample analysis type Analytes Laboratory Detailed samples. Methodology
used and data DOI
where available
Baseline characterisation  Major and trace element cations and anions, Cr (Viand  BGS Borehole during construction—groundwater https://doi.org/
groundwater 11l speciation, lab alkalinity, total inorganic carbon  Keyworth 10.5285/295984e5-52a-43aa-2a3d-6995a80ac8ed
(TIC), stable hydrogen, oxygen and carbon isotopes ~ BGS Test pumping—groundwater https://doi.org/10.5285/
M, 8'°0 and §7°C, non-purgeable organic carbon  Wallingford 53ded3f2-ade9-4f49-8084-2c8b3b485268
(NPOC), Total petroleum hydrocarbons (TPH), Scottish Monthly baseline sampling—groundwater https://doi.org/10.
Polycyclic aromatic hydrocarbons (PAH). In monthly — Water 5285/8a980baa-e10f-4ech-bd49-85b7eb33badd
samples—volatile organic compounds (VOC),
Methane and carbon dioxide gas (CH, and CO),
Radon, Ammonium (NH,)
Baseline characterisation  Major and trace element cations and anions, Cr (Viand ~ BGS Surface water https://doi.org/10.5285/b65716f4-4f 4c-4070-
surface water 11l) speciation, lab alkalinity, total inorganic carbon ~ Keyworth 8539-H79604bf8796
(TIC), stable hydrogen, oxygen and carbon isotopes ~ BGS
8°H, %0 and §'°C, non-purgeable organic carbon  Wallingford
(NPOC), Total petroleum hydrocarbons (TPH), Scottish
Polycyclic aromatic hydrocarbons (PAH) Water
Baseline characterisation 53 inorganic chemical elements by X-Ray BGS Topsoil samples (0-20 cm depth) https://doi.org/10.5285/
soil Fluorescence (XRF). Cr(Vl) by speciated isotope Keyworth Obfdeb32-db24-4221-0d02-074f51edff2
dilution mass spectrometry (SIDMS). pH. Asbestos  (pH, SIDMS,
screening. Total Organic Carbon (TOC). Persistent  TOC, TPH
Organic Pollutants (POPs) including; Total Petroleum  and GC-MS).
Hydrocarbons (TPH), 36 polycyclic aromatic Malvern
hydrocarbon (PAH) compounds 32 and Panalytical Ltd
polychlorinated biphenyls (PCB), via gas (XRF). 12
chromatography-mass spectrometry (GC-MS) Analytical
Laboratories
Ltd.
(asbestos
screening)
S, H, 0 isotopes H and O water samples stored at 4°C, and analysed ~ SUERC Rock core, rock chips at drill site
rapidly after collection. Sulphate samples precipitated Water from borehole, returns pipe and settling tank during
on site for S isotope analyses of solid in lab thereafter drilling
Water before and during borehole cleaning
Groundwater during test pumping
Organic carbon Stable carbon isotope analysis (*°C), RockEval 6 Heriot-Watt Rock chips at drill site
oxidation/pyrolysis organic matter characterisation, Water from returns pipe and settling tank during drilling.
water leachable rock-derived dissolved organic carbon Water before borehole cleaning. Groundwater during test
(DOC) concentration and dissolved organic matter pumping
(DOM) characterisation
Geomicrobiology Samples filtered, DNA extracted and quantified (Qubit  Exeter Rock chips at drill site
fluorescence assay). Marker gene for prokaryotes  Glasgow Water from settling tank at target drill depth, before and
amplified and visualised using gel electrophoresis during borehole cleaning. During test pumping (Exeter)
Monthly baseline sampling (Glasgow)
Gas composition stable 30 rock core and 54 chipping samples collected in  SUERC Rock core, rock chips at drill site
isotopes of CH; and CO,  isojars and stored for 2 months to allow degassing. ~ Edinburgh

Gas composition measured via gas chromatography
(GC), with 10 samples with CH, concentrations high
enough to permit C and D stable isotope analysis, and
15 samples having CO, concentrations that permitted
analysis of C and O stable isotopes
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